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Abstract In recent years, three-dimensional (3-D) inversion of electromagnetic (EM) data

gained a lot of attention and the number of 3-D EM case studies has increased. Many

publications discuss the challenges and advancements of 3-D inversion with respect to the

numerical aspects and often show synthetic studies to prove their assumptions. On the

other hand, field data have other/additional demands than synthetic data sets. There are

challenges and requirements to fulfil along the entire sequence from survey planning to

interpretation. To obtain a meaningful and reliable interpretation it is not sufficient to only

be aware of and address issues with respect to one step along this sequence. Ideally one

should be concerned with all or at least most of them, because many of these challenges are

related to or even consequences of each other. Not all issues when dealing with field data

can be solved, but one should at least be aware of the consequences of unavoidable

shortcomings as this knowledge may be crucial for interpretation. With the intention to

raise awareness, this review comprises a variety of difficulties related to the data acqui-

sition, the numerical part—preparation for and performance of 3-D inversion—and the

interpretation itself, when dealing with field data sets. The majority of published work on

3-D EM inversion of field data is related to magnetotellurics; nevertheless, there are also

aspects discussed that are specific to other EM methods or illustrate different ideas to deal

with challenges (e.g., airborne and controlled-source EM).
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1 Introduction

Three-dimensional (3-D) inversion of electromagnetic (EM) data concerns the EM com-

munity for a while. Already in 1976, the first review paper on ‘magnetotelluric modelling

and inversion in three-dimensions’ was published by Hewson-Browne and Kendall (1976).

A few years later, Oldenburg (1990) stated in his review ‘Efficient codes for solving the

3-D forward simulation problem are on the horizion’. In honour of Gerald W. Hohmann

the series of 3-D EM Symposia started in 1995, offering the opportunity to discuss diverse

aspects of 3-D EM modelling and inversion (Oristaglio and Spies 1999). In the outlook,

Ogawa (2002) stated that the use of constraints will be important for 3-D inversion in order

to incorporate a priori information and to stabilize the inversion. Finding appropriate trade-

off parameters between data misfit and norms of constraints will also be essential. These

statements are of course still true, but how far did we get to date?

Although the focus of this review is clearly on the practical issues and challenges when

dealing with field data, there is always a close connection to the numerical aspects and

synthetic studies. To understand the challenges and solution approaches, synthetic studies

are sometimes required and therefore shown, but the amount of numerical aspects is as

much as possible kept to a minimum. For deep insights, detailed review papers about

numerical aspects have been given at previous EM induction workshops (e.g., Avdeev

2005; Börner 2010; Siripunvaraporn 2011; Newman 2013) and other relevant publications

are referred to throughout the manuscript. The ‘MT 3-D inversion’ workshop series

(Dublin 2008, 2011; Bari 2016) is a good example where synthetic magnetotelluric (MT)

studies are applied to highlight and tackle challenges in 3-D inversion with specific aspects

that might matter for real data (Miensopust et al. 2013; Jones et al. 2016; Vozar et al.

2016). However, the challenges and pitfalls of real data inversion already start way before

the actual 3-D inversion algorithm comes into play and end far beyond the colourful image

obtained from the inversion code. While this paper covers a broad range of those aspects,

there is by no means a claim for completeness.

In principle, one can subdivide the sources of difficulties into three main areas of origin.

One—often underestimated—part already comes into play during data acquisition and is

related, for example, to survey design, position accuracy, noise of any kind and topogra-

phy/bathymetry. The next area is related to the numerical part. It involves all challenges

concerning the inversion procedure, namely data preparation, mesh design, error definition,

parameterization and resolution, but also issues with respect to the trade-off between

computational costs and image quality. Finally—anything but negligible—the interpreta-

tion of the obtained model can also be the cause of trouble, i.e. equivalent models as well

as the use of a priori information and joint interpretation or inversion are a boon and a bane

at the same time and can result in interpretation errors. Many of those issues are of course

area overlapping or consequences of the others. However, no matter which EM method one

considers many of those issues appear in one way or the other. One should also keep in

mind that the demands on the data and resulting model/interpretation may vary from case

to case and clearly differ for scientific versus commercial applications—especially in terms

of the resulting consequences.

The variety of scales and targets that 3-D EM inversion is applied to is diverse. There

are focused studies of local geological features such as small volcanoes and/or geothermal

areas (e.g., Heise et al. 2008; Newman et al. 2008; Ingham et al. 2009; Árnason et al.

2010; Cumming and Mackie 2010), hydrocarbon reservoirs (e.g., He et al. 2010; Newman

et al. 2010; Mansoori et al. 2016), ore deposits (e.g., Tuncer et al. 2006; Farquharson and

Craven 2009; Xiao et al. 2010; Yang et al. 2014a), salinity mapping (e.g., Cox et al. 2012)
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and waste site deposits (e.g., Newman et al. 2003) that are spatially limited (i.e. covering a

few tens of square kilometres) and often have a reasonably well site coverage. But there are

also larger-scale surveys investigating extended volcanic complexes (e.g., Hill et al. 2009;

Kelbert et al. 2012) and major fault systems (e.g., Tietze and Ritter 2013). Of an even

larger scale are studies of (mid-)continental rift systems and related volcanic activity (e.g.,

Heise et al. 2010; Bertrand et al. 2012a, b; Heise et al. 2013; Jegen et al. 2016) and

geological and structural investigations of huge areas (e.g., Patro and Egbert 2008; Tür-

koǧlu et al. 2009; Zhdanov et al. 2010, 2011; Patro and Egbert 2011; Thiel and Heinson

2013; Bedrosian and Feucht 2014; Meqbel et al. 2014; Padilha et al. 2015; Yang et al.

2015; Robertson et al. 2016; Ślęzak et al. 2016; Thiel et al. 2016).

All those studies are based on airborne, on- and off-shore data sets of controlled-source

or natural-source EM methods. As the majority of published work is on 3-D MT inversion,

most of the issues and examples discussed in this review are related to MT, but many

aspects are similarly valid for 3-D inversion of other EM methods. There are also chal-

lenges specific to other EM methods or different ideas to deal with issues, and therefore, a

few non-MT studies and concepts are included as well.

2 Data Acquisition

Positioning is a known issue for airborne and marine data. Therefore, a major part of data

processing aims at the correction of position and adopting to a single coordinate system for

the entire data set (e.g., Hunziker 2012; Garcia et al. 2015; Jegen et al. 2016). Also for

land-based data sets, an accurate positioning is not always trivial. Especially for com-

mercial applications, the enlarged uncertainty of the positioning due to poor satellite

reception (e.g., vegetation and other kinds of shielding) is a challenge. In rough terrain, a

digital elevation model is a good alternative to GPS elevations with errors of hundreds of

metres (pers.comm. William Cumming 2016). To avoid the endless confusion and source

of errors and misunderstandings, it is essential that the coordinate system, the data rotation

(e.g., magnetic vs. geographic North), the sign convention and the time dependence which

are used are unambiguously documented (e.g., Holtham and Oldenburg 2012). Addition-

ally, the accuracy of the sensor orientation is of concern and is discussed in more detail by

Ferguson (2012). Furthermore, each inversion code requires its individual input data for-

mat (including all the above-mentioned aspects). This can be an additional source of errors

as converting the field data to the input data format and a Cartesian coordinate system has

to be done outside the inversion algorithm and is left to the individual user.

Errors and noise during data acquisition have many sources, which are difficult or even

impossible to quantify. For the MT case, challenges related to instrumentation, their cal-

ibration, layout errors and data acquisition are discussed in more detail by Ferguson

(2012). In many areas, EM data suffer from high levels of electromagnetic noise, which

originates from many different sources. Szarka (1988), Junge (1996) and Ferguson (2012)

reviewed them in detail. The main sources of electromagnetic noise are artificial, such as

railways, power lines, electric fences, cathodically protected pipelines, radio communi-

cation systems and all sorts of machinery (e.g., pumps, generators, vehicles) but also man-

made conductors in otherwise resistive environment (e.g., metal tanks, unpowered metallic

fences, pipelines and power plant facilities).

Additionally, spatial changes in electrical resistivity due to geological structures other

than the survey target can be considered as geological noise (e.g., soil and regolith layers,
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saline aquifers, salt lakes, swamps, coastlines, topography; Ferguson 2012)—often also

called distortion (see Sect. 3.5). Furthermore, the level of noise at a given distance from a

particular source depends on the resistivity distribution in the subsurface (e.g., Szarka

1988; Ferguson 2012).

How severe noise is for the data not only depends on the noise source and amplitude as

well as the subsurface it propagates through but also on the source signal strength itself. In

the MT case, during quiet geomagnetic periods (i.e. the signal level is lower), and in areas

of conductive lithosphere (i.e. the electric fields are smaller) the effect of noise on the data

will be greatest (Ferguson 2012). On the other hand, seeking for strong source signal (e.g.,

days of solar storm) improves the signal-to-noise ratio and hence the data quality (e.g.,

Cembrowski et al. 2016).

One should bear in mind, when talking about noisy data, that one means all data! Using

lots of very good data will still not make it infinite exact data (Constable 2016). To deal

with acquisition errors and noise, an assignment of appropriate uncertainties to the data is

essential (see Sect. 3.1.3).

Field data are often collected along single or widely separated profiles rather than on a

grid of well-distributed sites. Moreover, if the layout is aiming at a regular and dense array

it might be precluded due to logistical limitations and external circumstances in the field

(e.g., terrain, infrastructure, noise conditions) or purely lack of time, funds and/or equip-

ment (i.e. a trade-off between cost and benefit/quality). The absence of an equidistant site

distribution makes the 3-D inverse problem more unstable. Nevertheless, in the presence of

3-D structures performing solely 2-D inversions of the individual profiles may not be an

alternative or is at least subject to restrictions (Ledo 2005; Ivanov and Pushkarev 2010).

For the majority of case studies, the number of sites available for 3-D inversion varies

from a few tens (e.g., Xiao et al. 2010; Patro and Egbert 2011; Heise et al. 2013; Thiel and

Heinson 2013; Ślęzak et al. 2016) to a few hundreds (e.g., Heise et al. 2010; Tietze and

Ritter 2013; Mansoori et al. 2016) sites, which sometimes are not uniformly distributed

over an area of interest. Some studies even applied 3-D inversion to profile data, i.e. a

single profile, intersecting or parallel profiles (e.g., Bertrand et al. 2012b; Xiao et al. 2010;

Patro and Egbert 2011; Heise et al. 2013; Jegen et al. 2016). One reason is the 3-D nature

of the observed responses, although the site distribution is restricted to a single profile

(Heise et al. 2013). Another reason is the observation that 3-D inversion results provide

more realistic images beneath the profile and possibly even limited resolution of off-profile

structures, if the full MT tensor is considered (Siripunvaraporn et al. 2005b; Patro and

Egbert 2011). For some studies, more or less equally distributed arrays are available (e.g.,

Heise et al. 2010; Thiel and Heinson 2013; Robertson et al. 2016) and others are a mix of

profile data and array-like distributed sites, where spatially subsampling of the profile lines

is used to achieve a roughly even site spacing (e.g., Thiel and Heinson 2013). The influence

of the site coverage on the final inversion result is shown later (see Sect. 3.8.5).

The final inversion results can be improved if the survey planning and data acquisition

already consider those aspects mentioned above and a few others. For example, a target

depth close to the MT investigation depth at the noisy frequencies of the dead band around

1 Hz desires redundant station spacing (Cumming and Mackie 2010). Marine MT surveys

require an appropriate site spacing in the area where coast effects are expected

(see Sect. 3.5). Additionally, the loss of instruments—and therefore, loss of data—is an

additional issue for marine MT as well as conflicting interests with the active fishing

industry (e.g., bottom trawling in water depths down to � 800 m; Garcia et al. 2015). For

radio MT (RMT), Newman et al. (2003) showed that an additional reference profile outside
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the target area may be useful to obtain an unscreened background resistivity image yielding

advanced inversion results of the target area.

3 Preparing, Performing and Validating 3-D Inversion

The numerical solution of the inverse problem, which is inherently ill-posed (Tikhonov and

Arsenin 1977), depends not only on the data quality and amount of a priori information but

also on one’s level of expertise. The latter introduces some degree of subjectivity regarding

the choice of an initial model, its parameterization and various variables (e.g., error floors

and estimates, weighting coefficients and regularization parameter) as optimal values are

often not available or difficult to determine in practice (Tietze and Ritter 2013; Grayver

2015; Lindsey and Newman 2015). Additionally, Cumming and Mackie (2010) pointed out

that it is likely that 3-D MT inversions, in general, are less forgiving of noisy data and data

gaps than 1-D and 2-D are and therefore require more careful editing of input data. At the

same time, contradictorily a lot less periods are used for 3-D inversion as there are for 1-D

and 2-D (see Sect. 3.1.2).

In general, inversion codes do not perform plausibility checks on the inputs, i.e. the

code will not stop if the model dimension, the distance to model boundaries or cell sizes

are not appropriate for the given sites and frequencies. Hence, an unsophisticated user risks

obtaining a colourful but absolute meaningless resistivity model. Furthermore, as soon as

frequencies differ at least at the last decimal place provided they will be considered as two

separate frequencies. This increases the computing time or the required number of nodes as

most codes are based on calculations done for each frequency individually. All this has to

be taken care of outside the inversion and requires thoughtful decisions and careful data

preparation and model/mesh design.

In many cases, the preparation of the data for inversion is underestimated, which is

according to Holtham and Oldenburg (2012) the most critical aspect of the entire inversion

process. Nevertheless, there are also many more aspects that can lead to solution bias,

inefficient model-data convergence or in some cases even to lack of convergence. In the

following, aspects of data preparation (see Sect. 3.1), mesh design (see Sect. 3.2), initial

and prior models (see Sect. 3.3) will be discussed. Inversion parameters (see Sect. 3.4),

dealing with distortion (see Sect. 3.5) and large data sets (see Sect. 3.6) as well as misfit

(see Sect. 3.7) and model assessment and resolution (see Sect. 3.8) are also addressed.

3.1 Data Preparation

Due to much larger numbers of elements and degrees of freedom in a 3-D model (com-

pared to 1-D or 2-D) that must be constrained by data, there is more opportunity for a 3-D

inversion to produce unrealistic results if misleading data are included. Smoothing and

robust processing alone are insufficient to obtain realistic results from 3-D inversion if data

with noise—especially correlated noise—are not (or only lightly) edited (Cumming and

Mackie 2010).

One important step from field data to inversion is robust processing and error estimation

to obtain reliable data. As there are many publications (e.g., Egbert and Booker 1986;

Chave et al. 1987; Jones et al. 1989; Garcia and Jones 2008; Myer et al. 2011; Chave

2012; Streich et al. 2013) and an entire review by Chave (2017) about this topic, it will not

be discussed further here. However, there are many other aspects of data preparation (i.e.
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dimensionality and strike analysis, data selection as well as uncertainties) that are

important too and will be described in the following.

3.1.1 Dimensionality and Strike Analysis

To get a good first impression of a data set, quality and dimensionality/regional structures

plotting simple maps and sections (e.g., for MT data impedance tensor and induction arrow

maps) is often helpful. Also prior to full 3-D inversion, thorough analysis of dimensionality

and strike behaviour of the data set is advisable. Being aware of parameters related to

dimensionality and strike analysis is advantageous for the 3-D inversion. They either are

used indirectly [e.g., rotation of coordinate system for inversion (see Sect. 3.2), additional

information for model appraisal (see Sect. 3.8)] or directly [e.g., phase tensor inversion

(see Sect. 3.5)].

One possibility is to use the phase tensor approach (Caldwell et al. 2004) for dimen-

sionality and also strike analysis (e.g., Patro and Egbert 2011; Tietze and Ritter 2013; Patro

and Sarma 2016; Ślęzak et al. 2016). Lilley (2015) discussed some limitations of the phase

tensor approach related to strong distortion (i.e. distortion tensor may become singular) and

accounting for data error (i.e. distortion matrix may be indistinguishable from singular).

Another procedure is the WALDIM approach (Martı́ et al. 2009), which is based on

rotational invariants of the MT tensor (Weaver et al. 2000).

3.1.2 Data Selection

While most studies admit that sites with bad data quality are rejected for inversion, there

hardly is any specification when data are considered too bad to be included and it seems a

matter of personal choice. While industry with huge amounts of sites and data is quite

rigorous with rejection (also large scientific projects—e.g., Heise et al. (2010) used 220 out

of 276 sites recorded), especially small-scale scientific studies with only very few sites tend

to be very attached to their collected data and try to include them all. Another reason to

exclude sites from inversion is too close site spacing (e.g., less than 2 km for a crustal

study by Heise et al. 2010) or to minimize influence of an irregular site distribution (e.g.,

Tietze and Ritter 2013) or sites located in the high conductive part of geothermal systems

(e.g., Heise et al. 2010). Preference may be given to sites with high data quality, covering a

wide period range and/or where both impedances and vertical transfer functions are

available (e.g., Tietze and Ritter 2013).

Not only must the sites be selected, but also the periods considered during inversion

need to be chosen. Only in a very few cases is information, such as the removal of noisy

data, smoothing with a spline function, interpolation or a manual inspection of the data

points is provided (Heise et al. 2010; Tietze and Ritter 2013). Often—if at all—one finds a

statement that three to four periods per decade are used (e.g., Kelbert et al. 2012; Thiel and

Heinson 2013; Tietze and Ritter 2013; Burd et al. 2014; Lindsey and Newman 2015; Jegen

et al. 2016; Ślęzak et al. 2016; Meqbel et al. 2016; Patro and Sarma 2016) or even less

(about two per decade by Heise et al. 2010; Patro and Egbert 2011) while five to six is an

exception (e.g., Robertson et al. 2016). Recently, Yang et al. (2015) published inversion

results from EarthScope MT data (Schultz et al. 2006–2018, 2008–2013) using eight

periods per decade (28 in total). As for each period used the entire system of equations

must be solved, the computational costs are often the excuse to only consider so few

periods. Hence, what are the effects on the resulting inversion model? Do artefacts appear?

Is there any loss of information?
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It seems that data are processed to be appropriate for 2-D inversion, which requires a

downsampling (with or without interpolation/smoothing) to prepare them for 3-D inver-

sion. Instead of data rejection, one could process the data to give an appropriate number of

periods per decade for 3-D inversion. The advantage would be data with a better statistical

reliability, but it requires processing the data twice to obtain two different response sets for

2-D and 3-D inversion. No matter which approach is used, a clear and reproducible

documentation is required.

Another decision that is to be made regarding data selection is which data components

are included. This is not only a decision if impedance and vertical transfer function (VTF)

data are both included (e.g., Kelbert et al. 2012; Tietze and Ritter 2013; Yang et al. 2015;

Ślęzak et al. 2016) but also which impedance tensor elements are considered. One major

difference compared to 2-D MT data is that in 3-D the diagonal elements of the impedance

tensor are nonzero. The importance of the diagonal elements in the inversion, their

influence on the results and the meaning of nonzero diagonals are still under discussion.

Although nonzero, they are often several orders of magnitude smaller than the off-diag-

onals, and therefore, some argue they are basically zero (i.e. can be neglected). On the

other hand, the diagonal elements of field MT data are, even though they are a few orders

of magnitude smaller than the off-diagonal elements, by far larger than for the synthetic

cases. Presumably this is a consequence of imperfect data acquisition, such as instrument

noise and inaccuracy, external noise (e.g., artificial and wind noise) and distortion. Hence,

how should diagonal elements be treated in 3-D inversion? Do measured diagonal elements

only contain information about distortion and noise? There are no satisfying answers for

those questions yet. The following examples only summarize the experiences made and

conclusions drawn by those authors with their specific case studies and not a final and

general conclusion of the correct treatment of diagonal elements.

While some studies use the full impedance tensor for 3-D inversion (e.g., Heise et al.

2013; Thiel and Heinson 2013; Tietze and Ritter 2013), many recent publications show

3-D MT inversion results where only the off-diagonal element data are used (e.g., Tuncer

et al. 2006; Newman et al. 2008; Zhdanov et al. 2010; Lindsey and Newman 2015).

Lindsey and Newman (2015) found the ratio of on- to off-diagonal element amplitudes to

be about 1:10 for most of their geothermal MT data (higher on-diagonal amplitudes are

mainly observed below 1 Hz), and therefore, they justify ignoring the on-diagonal ele-

ments during 3-D inversion. Newman et al. (2008) found that the performance of the

inversion is degraded due to the lower magnitudes and, therefore, lower signal-to-noise

ratios of the diagonal elements, if they are included.

Patro and Egbert (2011) showed a comparison of inversion based on full impedance and

only off-diagonal component data from Edlabad–Khandwa at the Deccan volcanic pro-

vince of western India (see Fig. 1). Both—full impedance (Fig. 1b) and off-diagonals only

(Fig. 1c)—were inverted using the same periods and inversion parameters, but show a

noticeably different pattern of conductive and resistive crustal structures. The authors state

that fitting only off-diagonal components with 3-D inversion yields models more like the

2-D results, but without smaller conductive features. In this case, 3-D inversion of off-

diagonal components only seems to have little benefits over 2-D inversions, while the full

impedance 3-D inversion provides a much more detailed subsurface image.

As mentioned above selections are not only made to separate good and bad quality data

but are also an approach to simply reduce the size of the numerical problem, and therefore,

accelerate the inversion. Grayver et al. (2014), for example, claimed that to run 3-D

inversion of controlled-source EM (CSEM) data efficiently, a non-redundant data subset is

required that effectively contains all of the subsurface information and allows running
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multiple inversions within manageable time. Redundancy in a CSEM data set is caused by

overlapping information in different frequencies and EM field components and is a result

of the transmitter setup with linearly dependent currents (Grayver 2013). Grayver et al.

(2014) only used horizontal electric field components in the real data inversion because the

magnetic fields generally have little sensitivity to resistive objects (e.g., Oldenburg et al.

2013b), while electric fields are sensitive to both—resistors and conductors (e.g., Con-

stable and Weiss 2006).

3.1.3 Uncertainties and Data Weighting

Constable (2016) described the correlation of data errors, data weights and uncertainties as

follows: the sources of data error are diverse, and error estimates are a tool to weight data

(or components) during inversion. Commonly the data weighting matrix is based upon the

inverse of the error estimates of the measured data. Therefore, error estimates (and error

floors) are as important as the actual data estimate and should not be applied blindly. While

one can handle statistical processing errors relatively well (e.g., MT spectral estimation,

CSEM stacking), all the rest is lumped in some sort of uncertainty. The latter comprises not

only the above-discussed artificial and natural electromagnetic noise but also systematic

Distance (km)
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Distance (km)

Distance (km)

Distance (km)
Distance (km)

R
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is
tiv
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m
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(a) (b)
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Fig. 1 Final inversion models from the Edlabad–Khandwa data (sites indicated by triangles), Deccan
volcanic province of western India (modified after Patro and Egbert 2011 with permission from Elsevier).
The models based on full impedance data were obtained (a) using default isotropic covariance (i.e. model

length scale dx ¼ dy ¼ dz ¼
ffiffiffi

2
p

) and (b) anisotropic model covariance to increase smoothing along geo-

electric strike (i.e. dx ¼ dz ¼
ffiffiffi

2
p

; dy ¼
ffiffiffiffiffi

10
p

). See Sect. 3.4 for discussion of inversion parameters. Inversion

of only off-diagonal tensor components and anisotropic model covariance are shown in (c) and reveal
noticeably different patterns of conductive and resistive crustal features especially to the north
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errors such as navigation errors, installation errors and instrument calibration as well as

geological noise (i.e. our inability to parameterize fine details of geology sufficiently well;

see Sect. 2). It is difficult to quantify the individual contributions of the various error

sources, let alone their cumulative effect.

Various authors deal with data errors very differently. Sometimes the purely statistically

determined variance of the observed data (i.e. impedance tensor elements) is used (e.g.,

Patro and Egbert 2008; Farquharson and Craven 2009; Árnason et al. 2010), while others

combine these determined variances with pre-set error floors (Tuncer et al. 2006; Ingham

et al. 2009; Türkoǧlu et al. 2009; Patro and Egbert 2011; Bertrand et al. 2012a; Kelbert

et al. 2012; Burd et al. 2014) or use a percentage of the data value as relative errors (Heise

et al. 2008; Newman et al. 2008; Hill et al. 2009; He et al. 2010; Heise et al. 2010; Xiao

et al. 2010; Tietze and Ritter 2013; Jegen et al. 2016).

There are also various strategies to assign relative errors or error floors. One approach is

to use a percentage of
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Zxy � Zyx
p

to all four impedance elements. However, one should be

very careful when doing so, as noise that is only present in one electric (or magnetic) field

component can be propagated to all others—originally not affected—components. For land

MT data a common assumption is that the main noise is in the electric field components.

Therefore, Zxx and Zxy often have error floors assigned based on a percentage of the

absolute value of Zxy (Zyx and Zyy are based on Zyx, respectively). Otherwise for marine MT

data, the noise is actually in the magnetic field, hence, Zxy should be used for Zxy and Zyy
and Zyx for Zyx and Zxx. The applied percentages vary and are usually about 3–5% for the

impedance off-diagonal elements and at least 5–10% for the diagonals. Others use a

percentage for each individual impedance tensor element. Using the latter approach one

risks very small errors for Zxx and Zyy that are not feasible for the entire period range and

give too much weight to them during inversion. This can result in over-fitting the diagonals

and at the same time in a poor fit of the off-diagonals and may create artefacts in the

inverted model. Therefore, Thiel and Heinson (2013) assigned a ten times higher per-

centage to the diagonals than to the off-diagonals. On the other hand, defining large errors

would effectively downweight or omit information contained in the diagonals, and

therefore, Tietze and Ritter (2013) applied an error floor based on jZxy � Zxyj to the diagonal

elements and emphasized that relative sizes of components are taken into account for a

sensible data weighting scheme.

For 2-D, Wheelock et al. (2015) found that logarithmic amplitude and phase are the

optimal data format and misfit space to perform the inversion. Considering diagonal ele-

ments for 3-D inversion, they point out that there is a risk that the logarithm approaches

negative infinity and the phase becomes undefined. That is the reason why many 3-D

studies interpret and invert real and imaginary impedance and tipper data, but instead

Wheelock et al. (2015) suggested introducing a threshold to remove both logarithmic

apparent resistivity and phase data from an inversion once their relative error percentage

exceeds a chosen value. Similarly, Miensopust et al. (2013) suggested to use a threshold

value (in this case based on an absolute apparent resistivity value) to distinguish whether

the diagonal element values contain structural information, and hence should be included

in an inversion, or not.

In general, it is a good approach to assume natural-source data errors that are some

percentage of the data plus some error floor (Holtham and Oldenburg 2012). Nevertheless,

for the VTF data a constant absolute error is used for on-shore data [commonly 0.01–0.03;

e.g., Tietze and Ritter (2013), Burd et al. (2014), Padilha et al. (2015), Yang et al. (2015),

Meqbel et al. (2016)], but at the ocean floor a relative error in combination with an error
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floor is commonly used. More and more studies show a combined inversion of full

impedance and VTF data, where the chosen errors balance the influence of the different

components. The study by Tietze and Ritter (2013) even uses the comparison of separate

and joint inversion of full impedance and VTF for model assessment (see Sect. 4.1).

Looking at MT response curves it is often visible that parts of the data (e.g., in the dead

band) scatter a lot, while other parts look rather smooth. Ideally, errors should be assigned

such that the scatter is completely covered but not exceeding them. If individual errors are

applied for each period, an additional absolute error floor for each component is required.

When jointly inverting multiple EM data sets additional re-weighting may be required

(e.g., if significantly more data are available for one data set). Similar to considerations in

2-D (e.g., Candansayar and Tezkan 2008; Kalscheuer et al. 2010; Wheelock et al. 2015;

Key 2016), Commer and Newman (2009) and Meqbel and Ritter (2015) discussed data

weighting when different EM data sets are jointly inverted. Assuming similar noise levels,

for joint inversion of CSEM and MT data (if the number of CSEM data � the number of

MT data) the more numerous CSEM data can cause the influence of MT data on the final

inversion model to become insignificant (Commer and Newman 2009). Therefore, an

additional trade-off parameter between the different data types is required to obtain a more

balanced data influence. A weighting scheme, based on the number of data points each

method contributes, requires a high confidence in the individual error estimates and similar

intrinsic sensitivities of both methods. As the latter vanishes with less overlap in model

resolution capacities between both data sets, Commer and Newman (2009) suggested a re-

weighting approach based on the ratio of the data gradient norms, considering only the data

constituents in the objective function. This approach incorporates both the quantity and

resolution capacity in the joint data set. Meqbel and Ritter (2015) applied an adaptive data

gradient approach to invert jointly MT, CSEM and geo-electric data. They determine the

norm of all individual data gradient vectors as well as the total data gradients after each

nonlinear conjugate gradients (NLCGs) iteration. To obtain equal contribution Meqbel and

Ritter (2015) computed weighting parameters that result in higher weights for data gra-

dients that originally had less influence and vice versa. Both studies—by Commer and

Newman (2009) and Meqbel and Ritter (2015)—showed that joint inversion of multiple

EM data sets can have advantages over the individual inversions of the methods, but an

appropriate weighting between the data sets is essential.

Joint inversion of EM and other data (e.g., seismic and gravity data) comprises very

similar issues of data weighting and different resolution capacities. More details on the

application of joint inversion of methods sensing different physical properties can be found

in the review by Moorkamp (2017).

3.2 Mesh Design

Talking about inaccuracies and errors of inversion one should remember that an inversion

algorithm is always based on a forward solution. Any inaccuracy or error in the forward

solution process is propagated into the inversion. Even if one uses the true subsurface

resistivity structure as an initial model, if the forward solution is not perfect the inversion

will try to fit the measured data to the dissenting synthetic data, and therefore, the model

will be modified away from the true model. How significant this effect is for the final

model depends on how inaccurate the forward solution is. Especially challenging for the

forward solution—and hence for the inversion—are, for example, rough topography and

bathymetry but also structures and interfaces in the true resistivity distribution that do not

match the chosen model discretization. While the rectangular meshes of finite-difference
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(FD) and integral equation (IE) methods require boundaries to be perpendicular, the finite-

element (FE) approach is—due to unstructured grids—more flexible, but in all cases any

interface must be located at the cell edge. The Dublin test model DTM2 (an outcropping

conductive (10 Xm) hemisphere of 5 km radius in a 300 Xm half-space; Miensopust et al.

2013) was originally designed to investigate how well galvanic effects are dealt with. The

simple geometry was chosen because for a hemisphere analytic solutions exist at the

galvanic limit (Groom and Bailey 1991), i.e. for long periods only. Figure 2 shows a data

example of a site located outside but close to the edge of the hemisphere. Firstly, the

analytic solution considering only the galvanic effects on the electric field (i.e. only the

galvanic distortion tensor C is applied to the true impedance tensor Ztrue ! Z ¼ CZtrue,

after Groom and Bailey 1991) is indicated by a grey dashed line. Secondly, the full analytic

solution of the galvanic scatterer was calculated by David Bosch (after Groom and Bailey

1991) and is represented by the solid black line. Blue symbols represent the various FD

response curves, green symbols are the FE results, and the IE responses are in red. Note

that, although the code by Farquharson is an FE code, it used a rectangular mesh. Using

rectangular meshes, the blocky discretization of the hemisphere boundary causes a large

variation in the response curves at sites in its proximity (Fig. 2). One can see two clusters

of resistivity curves at site 18, and the phases show a bit of scattering at short periods.

While the top cluster scatters around the analytic solution for long periods the bottom one

comprises the three response curves obtained using a minimum cells size of 500 m lateral

edge length, which is twice (or more) of the length used for the responses of the top cluster.

This clearly shows how significant the artefacts of rectangular meshes can be. Those

artefacts are purely caused by the meshing and are by no means related to static shift and
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Fig. 2 Comparison of the obtained XY components of the DTM2 responses (i.e. apparent resistivity and
phase curves). The left column lists the different FD, FE and IE results named after the person calculating
the responses (grey shading indicates usage of the same code). The middle shows the responses at site 18,
whose location is indicated by the red dot in the small sketch on the top right (outside the hemisphere, at
surface 100 m away from the edge). The grey dashed line represents CZtrue and the solid black line the
analytic solution calculated by David Bosch (after Groom and Bailey 1991). Note that both analytic
solutions are only valid at the galvanic limit, i.e. for long periods. The comparison of all components as well
as the detailed information about the meshes, forward parameters and used codes is given by Miensopust
et al. (2013)
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distortion originating in field data due to small-scale near-surface heterogeneities. Addi-

tionally, the variation in volume and exact depth of the bottom of a blocky discretized

hemisphere can even affect sites that are more distant. While most people are aware of the

artefacts when considering topography (i.e. using a rectangular realization of elevation), it

sometimes is neglected that the same happens in the subsurface part of the mesh too. These

artefacts are mostly ‘automatically’ prevented in synthetic studies, as usually for numerical

tests one uses a matching combination of model structure and mesh, but they are relevant

for field data inversion.

As the subsurface must be discretized to solve Maxwell’s equations, the discretization is

a compromise between numerical accuracy in the forward modelling and the computa-

tional costs (i.e. time and required resources). Especially if the variation in elevation is

significant, a sufficient accurately discretized topography as well as correct positioning of

sites on the surface is required. Using regular rectangular meshes, this can require very

large meshes. There exist various approaches on the numerical side that try to minimize the

excessive needs. Beside unstructured grids, codes use octree meshes (Haber and Heldmann

2007), adaptive meshes (Haber et al. 2012; Grayver 2015; Grayver and Kolev 2015) and

local meshes (Yang et al. 2014b) or indeed deal with huge meshes of extremely fine cells

running massively parallelized on huge clusters [e.g., electromagnetic geological mapper

(EMGeo) by Newman and Alumbaugh (2000), Newman and Boggs (2004)]. These are

examples of numerical advancements to tackle the challenge of fine enough discretization

and limited resources (see also Sect. 3.6 and the mentioned publications).

If the full impedance tensor is used, the resulting 3-D inverse model is not always

independent of the coordinate system (Tietze and Ritter 2013). While for VTF-only data,

the resulting models show very similar resistivity structures, the effect of the chosen

coordinate system has a significant influence on the resulting 3-D models based on

impedance-only (Z) and combined Z and VTF data. Figure 3 shows an example from the

central San Andreas Fault in California (only Z ? VTF is shown here, for Z-only and

VTF-only inversion see Tietze and Ritter 2013). The highly conductive zone (HCZ, 1–

10 Xm) is only recovered, if the coordinate system is aligned to the predominant geo-

electric strike direction (N41W�) but not if a geographic coordinate system (N00�) is used.
Their explanation is that, in the general 3-D situation, the impedance tensor components

are interrelated, but 3-D inversion codes cannot handle them independently as data

covariance is not taken into account. Therefore, they recommend to perform the 3-D

inversion in a coordinate system where the coupling between the components is minimized

and the current systems have the strongest separation, i.e. are aligned with the predominant

geo-electric strike direction. This of course means that an essential pre-processing step for

3-D inversion should be a detailed strike analysis (see Sect. 3.1.1). Similarly, Burd et al.

(2014) rotated their mesh and data set to the strike of the Pacific Coast and subducted slab.

Rotation of the mesh has also influence on the regularization and smoothing

(see Sect. 3.4).

3.2.1 Topography and Bathymetry

If topography or bathymetry is included, the rectangular realization of FD and IE codes but

also the smoothing of real interface roughness by FE cells holds the risk that sites are not

placed at the cell faces but below or above them. This results in very different responses

and therefore can be misleading for the inversion process, as the data have been measured

at the interface. Currently also not considered are tilts in the sensor orientation in the

forward and inversions codes. While marine MT data (Jegen et al. 2016) and airborne EM
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data are corrected for tilt, its effects are generally neglected for on-shore data. Addition-

ally, strong field attenuation at the bottom of the seafloor and at short periods results in

inaccurate forward responses, which may cause problems for inversion especially for older

codes using single precision (pers.comm. A. Avdeeva). Most likely, this is rather a problem

for synthetic studies than for real data, which are not measurable in practice at such short

periods to date.

Including the coastline and bathymetry in a fine discretized mesh is required to fit coast-

distorted MT data well (e.g., Constable et al. 2009; Key and Constable 2011; Worzewski

et al. 2012; Jegen et al. 2016). The coast-perpendicular electric fields are distorted as they

intersect with the resistive seafloor topography and the coastline (e.g., Cox 1980; Ran-

ganayaki and Madden 1980) causing unphysically small resistivity values (Constable et al.

2009). The very large currents flowing parallel to the coast cause inductive effects on-shore

(Fischer 1979) and off-shore (Constable et al. 2009). The latter is characterized by a

minimum of the horizontal magnetic field perpendicular to the coastline and a phase

(b)

(a)  

RMS 3.02

RMS 2.89

Fig. 3 Influence of the
coordinate system on the 3-D
inversion model. Example
impedance (Z) and vertical
transfer function (VTF) data from
central San Andreas Fault in
California. The comparison
shows the 3-D inversion result
using (a) a geographic coordinate
system (N00�) and (b) a
coordinate system aligned to the
predominant geo-electric strike
direction (N41�W). The final
RMS misfit is specified. The
highly conductive zone (HCZ, 1–
10 Xm) is only recovered if the
strike-aligned coordinate system
is used (modified after Tietze and
Ritter 2013) (SAFOD San
Andreas fault observatory at
depth)
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reversal in the field (Constable et al. 2009). In 2-D, this phenomenon is described in detail

and the influencing components are systematically studied (e.g., Constable et al. 2009; Key

and Constable 2011; Worzewski et al. 2012). Worzewski et al. (2012) also showed that the

coast effect contains information on the host resistivity and increases the sensitivity to

conductive anomalies. As the maximum coast effect is of localized nature, they pointed out

that a dense coverage of marine stations is essential for detection. To handle the strong

distortion effect at the coast, it is important to have sites on both sides—on- and off-

shore—to have good constraints on the strong resistivity contrast or a good a priori

resistivity model on the opposing side of the array (Jegen et al. 2016). Jegen et al. (2016)

also found that the 3-D resistivity variations in their MT data are not only caused by 3-D

structures within the seafloor but also by the rough and complex bathymetry. They rate the

errors introduced to the 3-D model by neglecting the complex and pronounced bathymetry

as more significant than the effect due to irregular site distribution across the survey area.

Therefore, the mesh has to be fine enough to approximate the bathymetry to achieve

accurate solutions for smaller periods while at the same time should not become too

demanding on computation time and memory requirements. To address this, Burd et al.

(2014) approximated the ocean using a layer of constant thickness but varying electrical

conductance (i.e. layer thickness divided by electrical resistivity). This ocean layer has

high resistivities where the water is shallow and low resistivities where it is deep.

3.2.2 Boundaries and Cell Sizes

Considering the lowest inverted frequency, effects of the lateral boundaries become neg-

ligible at a distance of three times the skin depth (Weaver 1994). This rule of thumb is also

often used in 2-D. Nevertheless, Lindsey and Newman (2015) recommend to place the

boundaries five skin depths away as it warrants the required distance in geologic envi-

ronments where a priori estimations of penetration depth often underestimate reality. In the

vertical direction, the model space should extend also a few skin depths into the earth and

incorporate the air to pad the model towards the top boundary. To limit the vertical depth

extent for large-scale (L)MT experiments another valid approach is to include the known

conductivity jumps at 410 and 660 km depth which have an attenuating effect due to the

low resistive layers associated with them (see also Sect. 3.3).

It is always a trade-off to extend the mesh far enough and still keep a reasonable

resolution at the area of interest. Usually the cell size is kept constant inside the area of

interest (e.g., Lindsey and Newman 2015) and then is increased towards the boundary for

the so-called padding cells by a factor (typically 1.2 to 1.3; e.g., Tietze and Ritter 2013;

Lindsey and Newman 2015; Yang et al. 2015). Additionally, the mesh should match the

survey geometry, i.e. the lateral cell sizes should not be much smaller than the distance

between neighbouring sites. About a fifth to a sixth of the spacing is considered reasonable

(e.g., Bedrosian and Feucht 2014; Meqbel et al. 2014; Jegen et al. 2016). On the other

hand, the example by Meqbel et al. (2014) shows that a too coarse mesh leads to increased

misfits (Fig. 4). The finer mesh (12.5 km instead of 25 km; 70 km site spacing) consid-

erably improves the misfit in general but especially for the VTF data and the Zyy com-

ponent. Furthermore, conductive structures appear narrower in the finer discretized case.

A common approach for the vertical cell extent is to keep it constant in the shallow part

[e.g., top 12 layers (Padilha et al. 2015), for 1–8 km below surface (Lindsey and Newman

2015)]. Alternatively, some use only a very thin first layer and then increase the subsequent

vertical cell sizes by a factor (typically from 1.12 to 1.4; e.g., Patro and Egbert 2011; Tietze
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and Ritter 2013; Yang et al. 2014a; Lindsey and Newman 2015; Padilha et al. 2015; Yang

et al. 2015; Jegen et al. 2016; Patro and Sarma 2016).

Meshes designed for WSINV3DMT (Siripunvaraporn et al. 2005a) consist of only a few

tens of cells in each direction (about 20–65 cells in lateral and 20–50 cells in vertical

direction; e.g., Heise et al. 2010; Patro and Egbert 2011; Thiel and Heinson 2013), which

can result in a very coarse grid spacing of several kilometres (e.g., 10 km or even 20 km

Fig. 4 Comparison of inversion results obtained with 12.5 km (left) and 25 km (right) centre cell sizes
(Meqbel et al. 2014). Site spacing is about 70 km, and the shortest period is about 10 s. A plan view (a) near
the base of the crust (31–37 km depth), the RMS misfit (b) averaged over periods for total and each
individual components and cross sections (c) are shown (Reprinted from Meqbel et al. (2014) with
permission from Elsevier)
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lateral cell extent in the central part of the mesh; Patro and Egbert 2011; Yang et al. 2015,

respectively). Therefore, there might be more than one site placed within a single cell.

Lindsey and Newman (2015, using EMGeo) consider such a low number of cells as coarse

mesh and use it for the first inversion step, while their final finer mesh has about 90–150

cells in each direction (see Sect. 3.2.3 for more details on this sequenced approach). For

the inversion using ModEM (Egbert and Kelbert 2012; Kelbert et al. 2014), Tietze and

Ritter (2013) designed meshes with an inner uniform part (lateral edge length 4 km) of

about 35 cells in lateral and 57 cells in vertical direction. Those meshes are laterally

padded by 21 and 15 cells of increasing size, respectively.

Extremely large meshes are required if, for example, the survey area is influenced by

two large-scale structures one each side. As the data are sensitive to resistivity variations

beyond the site locations, inversion codes based on an integral equation approach or those

using 1-D boundary conditions at the edges of the mesh will struggle. Jegen et al. (2016)

faced this problem when inverting an amphibian data set being influenced by ocean in the

west and the continental crust to the east; hence, a single 1-D background model was

inadequate. Therefore, they extended the mesh so far that the influence of the 1-D back-

ground model was negligible. To find a reasonable trade-off Jegen et al. (2016) used 10 km

horizontal cell sizes for a site spacing of up to 60 km, and vertical cell dimensions from

10 m to 50 km to approximate the bathymetry for an area of

906 km � 920 km � 300 km. This solved the problem of the 1-D background, and they

obtained a mesh of 96 � 92 � 34 cells.

One should also consider that some codes (e.g., WSINV3DMT) require the sites to be

located at the centre of the grid cell. Especially when using large cells the site might be

misplaced by a few kilometres. The influence of these shifted sites on the final inversion

result is still to be investigated.

Borehole-to-surface on-shore CSEM modelling and inversion involve additional chal-

lenges. Steel-cased boreholes—especially if a large number of them are present as in a

producing oil field—are likely to distort CSEM (and other EM) signals in the subsurface

(Tietze et al. 2015b; Patzer et al. 2017). The extreme resistivity contrast from steel casing

to surrounding material and different spatial scales make the 3-D modelling a non-trivial

task and require advanced numerical modelling (Yang et al. 2009; Commer et al. 2015). A

realistic representation of the steel casing requires extremely small cells of about 1 cm,

while the largest cells of the domain are hundreds of metres thick and the conductivity

contrast between steel and air exceeds 12 orders of magnitude (Vilamajó et al. 2016). The

dimension of the highly ill-conditioned system matrix that captures all effects near the

casing and far away from it exceeds 5–6 million and requires distributed memory com-

puting systems (Puzyrev et al. 2016). On the other hand, borehole-to-surface on-shore

CSEM measurements use the propagation of the electric field along the steel casing to

enhance resolution for deeper targets (e.g., Tang et al. 2015; Tietze et al. 2015b; Vilamajó

et al. 2015, 2016; Patzer et al. 2017). Therefore, including steel casing correctly in the

model improves the misfit and enhances the detection of layers and structures and hence is

certainly a future challenge for 3-D EM inversion of real data (see Sect. 5).

3.2.3 Strategies to Reduce Mesh-Related Computational Demands

Lindsey and Newman (2015) described a so-called sequenced workflow for 3-D MT

inversion that uses fewer computational resources than standard approaches and at the

same time retrieves a better-fitting 3-D resistivity model of geothermal systems. They

introduced a two-step approach. At first, they only considered low-frequency data (i.e.
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f\ 1 Hz) and inverted them using a coarse mesh and a homogeneous initial model to fit the

data to a level of RMS\2. Note that they did not observe advantages when aiming for a

better fit. In the preparation for the next step, they refined or re-parameterized the resulting

model onto a finer mesh. As the refinement adds additional nodes to the mesh, the assigned

values of those new nodes are based on interpolated or averaged resistivity gradients of the

coarse mesh. This refined solution of the first step is used as initial model and mesh for the

second step, namely the inversion of the entire data set (high and low frequencies). Fig-

ure 5 shows a comparison of two 3-D MT inversion results of the Krafla geothermal field,

Iceland, using standard work flow (A) and their sequenced workflow (B). The model based

on the standard workflow fails to image the relatively more resistive fractured reservoir at

1–3 km depth. It also does not show the electrically conductive pathway that Gasperikova

et al. (2011) interpreted as conduit supplying the magma encountered by a deep well of the

Iceland Deep Drilling Project (IDDP). On the other hand, Lindsey and Newman (2015)

retrieved a geologically consistent model using their sequenced workflow, which images

both the magmatic conduit and the resistive core of the geothermal reservoir.

Field data have to be rotated to align with the inversion coordinate system. Commonly

this rotation is done to align the x-axis of the inversion coordinate system with geographic

north, but Tietze and Ritter (2013) also tested a mesh with the x-axis aligned with the geo-

electric strike (see Fig. 3). A positive effect of the alignment with geo-electric strike

direction is that the grid better aligns to the site layout, and therefore, fewer cells are

required. While these two strategies are applicable to any 3-D inversion code as they are

based on changes of inputs, there are also codes that have hardwired solutions implemented

to solve meshing demands.

Similar to the idea by Lindsey and Newman (2015) is the nested mesh approach

implemented in ModEM (described and first applied to real data by Meqbel et al. 2014).

The nested mesh approach is used to avoid meshes with a huge number of cells but at the

same time warrant a fine enough mesh at the area of interest and prevent boundary effects.

Therefore, a coarse, large-scale mesh is used to compute the regional electric field. Then,

this electric field is imposed as boundary condition and initial model to a much smaller

Fig. 5 Comparison of 3-D inversion results of MT data recorded at Krafla geothermal field, Iceland,
obtained by (a) a standard inversion workflow and (b) a sequenced workflow (reprinted from Lindsey and
Newman 2015 with permission from Elsevier). Neither the resistive core of the geothermal reservoir nor the
strong electrically conductive ascending pipe feature (interpreted as source of the magma encountered in the
deep IDDP well) is retrieved by the standard procedure but by the sequenced workflow based on a two-step
approach (see Sect. 3.2.3)
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mesh—not much larger than the area of interest—with smaller cells. Figure 6 shows an

example based on the DSM3 model of the MT3DINV3 Workshop 2016 in Bari, Italy

(Jones et al. 2016). Both the large and the nested model are with respect to each other

shown to scale, and the table lists the mesh specifications (Fig. 6 left). A comparison of

predicted VTF data based on using both meshes just as they are (without the nested mesh

approach) clearly shows the boundary effects caused by a too small mesh (middle). If the

small/nested mesh is used, applying the regional electric field as boundary condition and

initial model avoids such boundary effects (right). Boundary effects are of course a matter

of the combination of used period and distance to the edge of the mesh. The closer the

boundary and/or the longer the period, this effect increases. A similar effect can be

observed for impedance data too (especially the long period), which is not shown here.

An approach to overcome meshing issues from the numerical/code implementation side

is the adaptive finite-element method by Grayver (2015), an approach Key and Ovall

(2011) demonstrated to be efficient for 2.5D. He adopted an automatic mesh refinement

algorithm based on a goal-orientated error estimation to avoid a subjective and inter-

minable process of finding a suitable model parameterization. The meshes of forward and

inverse problems are decoupled to prevent over-parameterization. This approach refines

the mesh where needed—in fact without prior assumptions about model parameteriza-

tion—instead of using small grid sizes for the entire central part of the mesh and it also

considers the different spatial characteristics of the EM fields over a wide range of fre-

quencies (i.e. independent mesh refinement for all frequencies).

3.2.4 Validation of Model Discretization

Long computing time and large memory requirements are—unfortunately—very common

excuses to disregard careful mesh testing. Therefore, if the area of interest is large and,

hence, the required mesh is large too, it can be very useful to consider either a subset of
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Fig. 6 Example to illustrate effects of too close mesh boundaries and the advantage of the nested mesh
approach (pers. com. Naser Meqbel; shown at ModEM training course, Bari, Italy, 15 May 2016). The
model is the DSM3 model of the MT3DINV3 Workshop 2016 in Bari, Italy (Jones et al. 2016), and a depth
slice at 40 m is shown on the left—once as large mesh and once as small/nested mesh. The table lists the
specifications of both meshes. The middle and right show VTF data as induction vectors (IV) in black for the
large mesh and red for the small/nested mesh. Results obtained using just the small mesh without any
additional information (middle) show obvious discrepancies. Using the nested mesh approach (right), i.e.
calculating the electric regional field on the large mesh and use those fields as boundary condition (BC) and
initial model for the small/nested mesh, clearly improves the results
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sites and/or individual frequencies separately to perform thorough mesh tests on a smaller

scale. Such an approach reduces calculation time and memory requirements and enables

the user to learn how to handle the code and the particular data set.

Grayver et al. (2014) verified the quality of their grid by comparing a 3-D CSEM

numerical solution to a 1-D quasi-analytical solution for a layered model. In a similar

manner, one can use homogeneous or layered half-space models to forward calculate MT

responses and compare them to 1-D and 2-D solutions. It is of course important to select

realistic resistivity values for such half-spaces to ensure a reliable conclusion about the

influence of boundary effects and cell sizes.

3.3 Initial and Prior Models

As the inverse problem is non-unique and has limitations in sensitivity and resolution,

approaches to integrate independent information are required. The review by Bedrosian

(2007) discusses the different aspects and levels of integration of various information in

detail. He distinguishes between the following types—(1) qualitative, post-analysis (i.e.

data analysis and inversion are not affected but information is used to interpret the results,

see Sects. 3.8 and 4), (2) hard and (3) soft a priori constraints (e.g., resistivity models

included in the inversion process) and (4) constrained multi-property inversion [will be

discussed in detail in the review by Moorkamp (2017)] and post-inversion structure

classifications. The hard and soft a priori constraints are implemented in the resistivity

model used for inversion—either as fixed parameters or as not explicitly fixed model

parameters such as changes in regularization or spatially varying structure constraints,

respectively (Bedrosian 2007).

There are two different types of resistivity models: firstly, a model is required to get the

inversion process started—known as starting or initial model (in the following called initial

model). Secondly, there is a model that is part of the model objective function and that is

used to regularize against—called prior, reference or preferred model (in the following

called prior model). Depending on the used inversion code at least an initial model is

required and often an additional prior model is used (e.g., ModEM by Egbert and Kelbert

2012; Kelbert et al. 2014). Most of the recent 3-D inversion codes populate the prior

model—if not specified separately—from the initial model (i.e. initial and prior model are

identical). This feature cannot be turned off. Those models are ‘prejudice models’—as J.

Booker called them at the MT3DINV3—and bear a risk. While wisely chosen models can

enhance the fitting and improve the inversion result, erroneous models can steer the

inversion into the wrong direction. That means the inversion can be forced to focus on a

specific cluster of inverse models matching the prior model (not necessarily the truth) but

ignores all other clusters of inverse models that might fit the data as well but do not satisfy

the prior model.

For both initial and prior models, a fundamental consideration is that the model is free

of major artefacts, i.e. features which are false (Holtham and Oldenburg 2012). While

conductivities from down-hole measurements can provide valuable information, one must

carefully decide whether these values are representative for features at the size of the

applied discretization or not. If trustworthy a priori information about geological structures

and/or rock properties or additional information from other geophysical investigations is

available, they can be incorporated into the models. In cases where limited or no infor-

mation is available, generally a simple model should be chosen (Holtham and Oldenburg

2012). The simplest model has a uniform conductivity distribution, i.e. the best fitting

homogeneous half-space. For some methods (e.g., MT) merging resistivity models
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generated by 1-D or 2-D inversions to a 3-D model is another option that can improve the

inverse model (e.g., Ivanov and Pushkarev 2012). For other data sets such as ZTEM (Z-

Axis Tipper EM), this approach suffers from the zero vertical magnetic fields for all 1-D

layered models (Holtham and Oldenburg 2012).

VTF data alone can only recover the horizontal position and lateral resistivity contrast

but not the vertical position and absolute resistivity value of the anomaly (e.g., Siripun-

varaporn and Egbert 2009). Therefore, it is obvious that the final model is biased towards

the initial and prior models and the recovery of the correct resistivity structure is improved

by models close to the real background resistivity (e.g., Siripunvaraporn and Egbert 2009;

Tietze and Ritter 2013; Padilha et al. 2015). Some control on the absolute resistivity values

is required and needs to be obtained from other methods such as MT impedance data, or

other a priori information. Similarly, phase tensor inversion can recover the regional

conductivity structure (even in the presence of galvanic distortion) if the initial and prior

models provide a reasonable assumption for the regional resistivity average (Tietze et al.

2015a). Performing a joint inversion of phase tensor data and VTF, they found better

recovery of the absolute resistivity structure with less dependence on the prior model.

In general, it is obvious that the resistivity level of the initial and prior models can have

an influence on the resulting inverse model and that, at poorly constrained parts of the

model, the inversion tends to keep or return to the assumed resistivities provided by the

models (e.g., see Fig. 9). To validate the sensitivity of a particular model feature, the

inversion results using different initial and prior models (e.g., different homogeneous half-

space models) should be compared (e.g., Kelbert et al. 2012; Tietze and Ritter 2013;

Lindsey and Newman 2015; Jegen et al. 2016; Ślęzak et al. 2016).

Otherwise homogeneous initial and prior models should at least comprise topography

and bathymetry and treat air and water with appropriate resistivity values. In general, initial

and prior models allow to include information such as oceans (e.g., Heise et al. 2010; Thiel

and Heinson 2013; Tietze and Ritter 2013; Jegen et al. 2016) and other geological

information (e.g., vertical and lateral extent and average resistivity of a sediment layer

(e.g., Jegen et al. 2016) or other geological units or a saline near-surface aquifer [e.g.,

Ślęzak et al. 2016)]. Especially, if—due to poor site distribution—the constraints from the

data are lost or if dominant off-profile features (e.g., ocean) are present, inclusion in the

initial and prior models can minimize the artefacts. In certain circumstances, e.g., a con-

tinental shelf with shallow bathymetry (\ 100 m) for the first few kilometres off the coast

line, the coast effect only affects long-period data (e.g., Miensopust et al. 2014) but, in

general, a nearby ocean should be included in the initial (and prior) model using known

bathymetry and a constant resistivity. It also has to be considered which ocean or sea is

affecting the inversion, while most oceans are represented by about 0.3 Xm, for instance,

the more conductive Dead Sea requires 0.2 Xm (Meqbel et al. 2016). Commonly, the

ocean is kept fixed during the inversion procedure (Padilha et al. 2015), while other

features are usually—to some degree—variable.

Jegen et al. (2016) used a mesh including the bathymetry for their Walvis Ridge data,

but the inversion using a homogeneous half-space with ocean included failed to converge.

Only if they included a 3-km-thick 1 Xm sedimentary layer, they successfully fitted their

data and obtained a reasonable RMS value of 2.27 (see Fig. 7). Similarly, Thiel and

Heinson (2013) found for on-shore MT data that shallow features are strongly dependent

on the chosen model (e.g., information of sedimentary basins in the prior model), and

Tietze and Ritter (2013) observed artefacts and misleading structures if the true resistivity

distribution includes strong contrasts (i.e. strongly differs from simple initial and prior

models). Increasing the mantle conductivity of the prior model, Kelbert et al. (2012)
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observed an upwards shift of conductive features by up to 10 km for a regional scale

setting. Patro and Egbert (2011) used homogeneous initial and prior models, ran the

inversion for three to four iterations and then used the model of the iteration with minimum

RMS misfit as a new prior model to restart the inversion for another two iterations. Using

this two-step approach they found the results generally better fitting than without restart;

not a surprise as they adjust the prior model to the requirements of the data set (i.e. a

smooth version of the final model is mitigating the effects caused by firstly penalizing

against an inadequate model).

Löwer (2014) demonstrated that oceans are not the only features that influence data at

sites located aside. He systematically investigated the influence of resistivity anomalies

with different lateral distances to the observation location and found that local near-surface

structures required to fit the high-frequency data at one site can have a regional influence

on the low-frequency data at another site. His forward modelling studies showed that VTF

data from the Vogelsberg, Germany, could only be approximated if the north German

sedimentary basin—although far off the area of interest—was included in the model, while

the influence on the phase tensor and impedance data were negligible.
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Fig. 7 Good quality MT data
(black) of an example site from
the amphibian data set at the
Walvis Ridge of the Namibian
coast. If the initial model only
includes the bathymetry (red), the
3-D inversion does not converge.
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succeeds with a reasonable data
fit (cyan) and RMS of 2.27
(modified after Avdeeva et al.
2016; Jegen et al. 2016 with
permission from Elsevier)
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Meshes designed for large penetration depth (e.g., lithospheric MT studies) should

include known boundaries such as the 410 and 660 km discontinuities. Based on mantle

conditions and minerals (Xu et al. 2000) and supported by observations (Kelbert et al.

2009; Khan and Shankland 2012), a low resistive half-space below 660 km is a commonly

used assumption [e.g., Booker et al. (2004); Burd et al. (2014) used 3 Xm, although global

induction studies determined an even lower resistivity of 0.5–1 Xm (e.g., Constable 1993;

Olsen 1999)]. Associated with the olivine to wadsleyite phase transition at the upper

mantle transition zone is a substantial decrease in resistivity (Yoshino and Katsura 2013),

thus an expected discontinuity at 410 km which is by some studies included as tear (e.g.,

Burd et al. 2014).

Other geophysical methods can also provide additional information; for example, sharp

seismic horizons can be inserted as tear surfaces in the model, if the exact depth and lateral

extent are known. However, be aware that things might be mixed up, when trying to match

the sharp boundary velocity model and the smooth inversion EM model. Benefits and

challenges of joint inversion are discussed in more detail by Moorkamp (2017).

Scholl et al. (2015) presented a different approach to make use of a priori information.

They successfully applied additional regularization based on a cross-gradient concept after

Gallardo and Meju (2003) to introduce known geological structures to the inversion of

airborne EM data. The cross-gradient approach is a known concept for joint inversion of

different geophysical methods and supports structural similarity between two otherwise

independent models. Scholl et al. (2015) built a model based on geological a priori

knowledge (e.g., the dip) and applied the cross-gradients to steer the inversion towards the

structural similarity to this model. To achieve this, an additional regularization term is

required that defines the direction of change, but neither the strength of change nor if it

increases or decreases in that direction. Hence, an arbitrary numerical value can be used to

set up the steering model—which is a huge advantage over initial and prior models!

Figure 8 shows an example of geo-steered inversion of airborne EM data of the Maimon

Fig. 8 Geo-steered 3-D inversion of airborne EM data of the Maimon orebody, Dominican Republic, after
Scholl et al. (2015). The steering model (a) is a model of arbitrary numerical values with 45� dip based on
the observed regional geological dip (Roos et al. 2007). The inversion result defines a SW-dipping
conductor (b profile view; c conductive body of \ 1 Xm), plunging to the SE. For comparison, the
conventionally regularized inversion is shown (d). (c, d white dots—flight path; green surface—topography)
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orebody, Dominican Republic. Scholl et al. (2015) used a steering model of arbitrary

numerical values based on the regional geological dip (A) and obtained a 3-D inversion

result (B and C) that outmatches the result based on conventionally regularized inversion

(D). Introducing this simple structural model increased the geological plausibility, i.e. it is

in good agreement with the geological section, and the effective resolution.

3.4 Inversion Parameters

To stabilize multidimensional inversion of EM data, regularization is required and com-

monly a smoothness criterion is applied which often results in uniformly blurred features

that tend to not appear geologically meaningfully. Compared to 1-D and 2-D inversion,

3-D inversion has many more degrees of freedom and therefore requires particularly robust

stabilizing functions. It is challenging to prevent the inversion from placing many resis-

tivity variations in the model where little constraints from data are available, for example

outside the site coverage or in gaps between sites. Holtham and Oldenburg (2012) sug-

gested initially inverting the data on a coarse mesh to ensure that the data and inversion

parameters have been set correctly. Thus, it is possible to carry out multiple inversions in a

reasonable time to explore possible parameters. While those tests are standard procedure

for 1-D and 2-D, it seems that ‘this wheel has to be reinvented’ for 3-D, but slowly it

becomes more and more common practice.

Usually one has to define a starting value for the regularization parameter k, also known
as Tikhonov regularization operator, and a scale of reduction of k. Meqbel et al. (2016)

stated that for ModEM rapid or continuous changes of the regularization parameter k can

result in a loss of orthogonality of the search direction vector in nonlinear conjugate

gradients (NLCGs) algorithms. On the other hand, keeping k as fixed value can cause the

NLCG algorithm to get stuck in local minima. Therefore, Meqbel et al. (2016) used k ¼ 1

to start the inversion, and if the difference between data misfit (in terms of RMS) of the

current and previous iteration is below a certain threshold (e.g.,\0.002) k is decreased by

a factor of ten. This procedure ensures that the orthogonality of the search direction vector

is maintained and the NLCG algorithm can escape from a local minimum. Using the

massively parallelized EMGeo algorithm, Lindsey and Newman (2015) started with k ¼
1:25 and made a 50% reduction if the NLGC algorithm stalls in its line search and reset k
after mesh refinement.

Additionally, there are smoothing parameters—for example WSINV3DMT by

Siripunvaraporn et al. (2005a) requires four smoothing parameters. The time step

parameter is usually set to default (i.e. s ¼ 5; e.g., Heise et al. 2010; Thiel and Heinson

2013). The other three parameters define the smoothing in lateral and vertical direction, i.e.

the smaller the model length scale d, the rougher the resulting model. Thiel and Heinson

(2013) used a uniform starting d ¼ 0:3 which is reduced to 0.1 for the final step, whereas

Heise et al. (2010) chose a constant dz ¼ 0:1 but compared results of different

dx ¼ dy ¼ 0:2, 0.3 and 0.4 yielding to models with less smoothness in z-direction com-

pared to the lateral directions. They found that the smallest value resulted in the lowest

RMS value, but the model appeared unreasonably rough at shallow depth levels, while the

largest value did not match the phase tensor data as well as the model with the intermediate

roughness. As Patro and Egbert (2011) align their mesh with the geo-electric strike

direction, they can use the model length scale to promote smoothing and longer structures

along strike. Figure 1 shows the comparison of (a) isotropic (i.e. dx ¼ dy ¼ dz ¼
ffiffiffi

2
p

) and

(b) anisotropic (i.e. dx ¼ dz ¼
ffiffiffi

2
p

; dy ¼
ffiffiffiffiffi

10
p

) model covariance values. The observed
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model using the anisotropic model length scale tends to be more elongated structures along

strike—as expected—but also to be significantly higher conductivities (about factor 3).

They report that the anisotropic result has slightly larger misfit, it is rougher, and it has

larger amplitude anomalies, suggestive of over-fitting within the constraints imposed by

the model covariance. Note that the model length scale is defined in terms of grid cells

rather than physical length units and therefore is dependent on the model discretization

used. It depends on the code used if the size of grid cells is compensated for or not.

Similarly, determining appropriate smoothing parameters in ModEM is crucial as they

depend on many factors including cell size (Meqbel et al. 2016). Ślęzak et al. (2016) found

that for their data set from northwest Poland using ModEM smoothing parameters of 0.3

for all directions resulted in a conductive area placed only in the top few layers. Contin-

uously modifying the lateral values from 0.7 to 0.5 and setting the z-direction to 0.7

achieved the best result. Tietze and Ritter (2013) used horizontally isotropic smoothing for

the mesh in geographic coordinate system, and for the strike-aligned mesh, they increased

smoothing parallel to strike. Yang et al. (2015) also tested different smoothing strategies

using ModEM for EarthScope data from the north-central USA (Schultz et al. 2006–2018,

2008–2013). Figure 9 shows their preferred inverse model (a–c) and an inverse model

based on uniform smoothing applied to all parts of the mesh (d–f). For the preferred inverse

model the smoothing was reduced for layers shallower than 2 km, resulting in isolated high

and low resistivities producing a spotty image of the near-surface structures. This reflects

the weak sensitivity of the MT data to near-surface resistivities between the widely spread

sites and is caused by the regularization approach which penalizes differences from the

prior model (in this case a 100 Xm half-space). Static distortion and the strategy to reduce

smoothing to better fit near-surface effects exacerbate this problem (compare a and d).

Nevertheless, the conductance map shows strong consistency with known surface geo-

logical features such as the Michigan Basin (subsided for 500 m.y. and accumulated about

4 km of Phanerozoic sediments at its centre; Sleep and Sloss 1978) and the Illinois Basin

(up to 6 km Palaeozoic sediments; Heidlauf et al. 1986). Although the conductance map of

the uniform smoothing (d) looks more pleasing, the spotty image of the reduced smoothing

is more honest but you must know how to read and interpret it. Additionally, the uniform

smoothing introduces more artificial low resistive structures at greater depth—especially

outside the area covered by sites. This example by Yang et al. (2015) clearly illustrates that

a thoughtful and responsible handling of smoothing parameters and the interpretation of

the resulting models is essential.

Another approach is to define the structure penalty in all spatial directions increasing

with depth, as the diffusive physics of MT causes decreased spatial resolution with depth

(Burd et al. 2013, 2014). One could also consider applying bounds on the conductivities to

enforce realistic values in the inverse model. However, no matter which approach is used,

exploring the parameter settings thoroughly (probably by trail and error) is required.

3.5 The Distortion Challenge

Earlier reviews by Jones (1983) and Jiracek (1990) discuss in detail the sources and effects

of current channelling and distortion due to resistivity inhomogeneities but also topo-

graphic effects. In general, distortion comprises all the small-scale, near-surface conduc-

tivity inhomogeneities and topographic effects that cannot be resolved with the

conductivity model of the subsurface, but still affect the data, i.e. distort them. The process

of distortion is complex and can be distinguished into galvanic and inductive effects each

of which influence the electric but also the magnetic fields (Berdichevsky et al. 1973;
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Berdichevsky and Dmitriev 1976b). Those individual contributions as well as assumptions

and their limitations are discussed by many authors (e.g., Berdichevsky and Dmitriev

1976a, b; Jones 1983; Chave and Smith 1994; Chave and Jones 1997; Smith 1997; Garcia

and Jones 2002). If station spacing and model discretization used are too coarse to image

the small-scale near-surface resistivity heterogeneities, the MT responses at deeper depth

levels are distorted. One approach is to remove this distortion from the impedance tensor

before inversion, and another one is to consider distortion during inversion.

A detailed, recent compilation on identification and removal of distortion of MT data is

given by Jones (2012). An early idea was to correct MT data for static shift using transient

EM (TEM) data (Sternberg et al. 1988; Pellerin and Hohmann 1990; Sternberg and

deGroot 1993). While this highly controversial approach persists in geothermal exploration

(Árnason et al. 2010; Árnason 2015), Urzúa-Monsalve (2008) reviewed data collected and

interpreted by companies and researchers worldwide and found that unreliable MT static

shift correction based on misleading TEM data is common in geothermal prospects with

thick resistive rocks at the surface (e.g., Cascades of western USA, rhyolite lava fields in

New Zealand). Although the focus of TEM is more on vertical resistivity variations, the

data can be distorted by large lateral contrasts (Wilt and Williams 1989). Additionally,

TEM data can be affected by induced polarization effects (e.g., Lee 1981; Raiche et al.

1985; Fitterman and Stewart 1986), superparamagnetic effects (Buselli 1982) and topo-

graphic effects (Stark et al. 2013; Watts et al. 2013). Furthermore, Cumming and Mackie

(2010) discovered that the static shift correction depends on the TEM equipment used.

Another approach to correct for static shift is based on the identification of 1-D sections

within the MT response curves at short periods (Bibby et al. 2005; Heise et al. 2010).

Nevertheless, no matter which approach is applied it remains questionable whether using

EM data to check and correct other EM data for static shift distortion is appropriate. It is

better to consider other constraints if possible. Furthermore, with high-resolution topo-

graphic data (e.g., airborne LiDAR Stark et al. 2013) and modern 3-D modelling capa-

bilities, there should no longer be an uncertainty about distortion of MT data due to terrain.

If distortion of non-topographic origin is present, it needs to be addressed otherwise. For

2-D, Groot-Hedlin (1991, 1995) tried to simultaneously invert for the resistivities and static

shift, assuming that for a large area the sum of all shifts on log-scale is zero, or the full

electric galvanic distortion matrix to find the smoothest model. Another approach by

Ogawa and Uchida (1996) was to assume a Gaussian distribution around zero for the log of

the shift multipliers. Nowadays, similar approaches are under development for 3-D (e.g.,

Miensopust 2010; Avdeeva et al. 2015).

Patro and Egbert (2011) found that even if site density and cell sizes are not sufficient to

resolve distorting near-surface structures, features are inserted in the surface layers during

full 3-D inversion to fit distorted data. Conductive and resistive features generally with

peak amplitudes off-profile and restricted to the upper few layers effectively fit site-to-site

variations in impedance amplitudes and also produce diagonal impedance elements due to

the effects on the current flow and, hence, on the electric field. Nevertheless, Patro and

Egbert (2011) mentioned that their data are not substantially distorted and that severely

distorted data (e.g., phases out of quadrant, mode splits of several orders of magnitude)

require more explicit treatment.

Cumming and Mackie (2010) found that 3-D MT inversion codes inverting for static

shift effects based on smoothness of the model are an effective tool in sedimentary basins.

Nevertheless, in the volcanic highlands of the Glass Mountain area, USA, their 3-D MT

inversion with static smoothing caused geological elements important to the interpretation

to be overly smoothed.
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To invert for resistivity structure and distortion parameters simultaneously, inversion

strategies suggested (e.g., by Miensopust 2010; Avdeeva et al. 2015) consider only the

electric galvanic distortion, which is a frequency-independent, real 2� 2 matrix per MT

site. Note that for higher frequencies the distortion is no longer frequency independent as

the magnetic distortion comes into play. One should be aware of this limitation of the

approach. Similarly, to joint inversion, the objective function is extended by an additional

term describing the measure of closeness to reference distortion parameters (often identity

matrix, i.e. undistorted data) with an additional weighting term. Other than ‘classic’ joint

inversion, in this case two models—the distortion matrix and the resistivity model—are

manipulated to fit one data set rather than changing one model to fit two independent data

sets. This leads to a slightly different objective function compared to ‘classic’ joint

inversion and implies a trade-off between fitting the data using distortion parameters and

the resistivity model. Avdeeva et al. (2015) demonstrated the applicability of this approach

using the synthetic test data set DSM2 generated for the MT3DINV Workshop II

(Miensopust et al. 2013). The data set is based on the COMMEMI 3D-2 model (Zhdanov

et al. 1997) with a few modifications and was contaminated with random galvanic dis-

tortion and 5% Gaussian noise [for more details on the data set or to download it, see

Miensopust et al. (2013)]. Figure 10 shows slices of the true model and inversion results of

standard inversion of undistorted, noise-free data as well as of distorted, noisy data, and

finally, of the simultaneous inversion for resistivity structure and distortion matrix of

distorted, noisy data. Additionally, a comparison of the predicted and observed distortion

matrix elements at all sites obtained by the latter inversion is shown. Clearly, the algorithm

by Avdeeva et al. (2015) recovers the resistivity structure and the underlying distortion

parameters well, if they are jointly inverted for. Without such an approach to account for

the distortion during the inversion, the resulting resistivity model is dominated by artificial

structures.

This approach and code has also been successfully applied to a real data set from the

Kemaliye geothermal field, western Anatolia, Turkey (Avdeeva and Moorkamp 2015;

Moorkamp et al. 2016). Figure 11 shows the resistivity model obtained by standard

inversion without considering distortion (top) and by simultaneous inversion for resistivity

structure and distortion parameters (bottom). The near-surface depth slice (left) clearly

shows that ignoring distortion results in numerous spurious structures, which can signifi-

cantly be reduced when distortion is considered. Additionally, the vertical section (right)

shows that including distortion in the inverse process results in a better agreement of the

model with boundaries known from boreholes. In general, Avdeeva and Moorkamp (2015)

and Moorkamp et al. (2016) concluded that this approach results in better recovery of

structures and less artefacts for the near-surface compared to inversion without.

Recently, Patro et al. (2013) and Tietze et al. (2015a) implemented phase tensor

inversion in the widely used codes WSINV3DMT and ModEM, respectively. The phase

tensor is unaffected by galvanic distortion but provides only little information about the

bFig. 9 Resistivity 3-D inverse models of the north-central USA from EarthScope long-period MT data

(modified after Yang et al. (2015) with permission from Elsevier and G. Egbert, ModEM training course, 15
May 2016, Bari, Italy). Note that for the depth range 0–3 km (a, d) the conductance (i.e. vertical integrated
conductivity) is shown. The left column (a–c) shows inversion models obtained using reduced smoothing in
layers shallower than 2 km, whereas on the right (d–f) the same smoothing was applied at all depth levels.
While the former produces rougher shallower structures, it results in slightly smoother and simpler deep
structures. White lines indicate the Mid-Continent Rift, and MT site locations are marked by white circles.
Tectonic zones and terrane boundaries are indicated by black outlines (IB: Illinois Basin; MB: Michigan
Basin)

Surv Geophys (2017) 38:869–933 895

123



absolute resistivity values as it—analogous to VTFs—describes only variations of the

conductivity structure (Caldwell et al. 2004). Therefore, the conductivity structure of the

initial (and prior) model has a huge influence on the resulting inverse model (as discussed

above). Both Patro et al. (2013) and Tietze et al. (2015a) show synthetic studies that

illustrate the effects of various initial resistivity distributions on the resulting model. They

also found—for synthetic as well as real data—that if the initial model is close to the true

model, phase tensor inversion of galvanic distorted data could recover the regional

structure better than impedance inversion. To obtain an adequate initial model, undistorted

EM data can be useful. Even the MT survey data itself can be used to get some rough idea

Fig. 10 Comparison of inversion results of the DSM2 (Miensopust et al. 2013) data set (modified after
Avdeeva et al. 2015). Top: horizontal slices at 3 km (first row) and vertical cross section (second row)
through the centre of the resistivity model; from left to right: true model, standard inversion of undistorted,
noise-free data, standard inversion of distorted, noisy data and simultaneous inversion for resistivity
structure and distortion matrix of distorted, noisy data. Bottom: comparison of the four predicted (left) and
observed (right) distortion matrix elements at all sites corresponding to the simultaneous inversion (top; last
column)
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considering ‘average’ impedances to narrow the range of suitable initial models (e.g.,

Heise et al. 2008; Patro et al. 2013; Tietze et al. 2015a). Although phase tensor and VTF

both poorly constrain the absolute resistivity values, their combination of sensitivity to

vertical and lateral resistivity variations, respectively, provides a superior resolution and a

better recovery of the absolute resistivity structure (Tietze et al. 2015a).

3.6 Large Data Sets

When data sets are too large (e.g., exceed available memory, unacceptable long computing

time), the inverse problem must be reduced in size. There are different approaches

available. Some of them are ‘outside’ the inversion and concern the reduction of the input

data. Others are numerically integrated into the actual inversion or meshing procedure. For

natural-source and land-based data, this problem is known, but it is by far more obvious

when considering controlled-source methods and, especially, airborne EM data as the data

point spacing along flight lines is small (i.e. a few metres) and an entire data set easily

comprises several hundred thousand of locations.

Since full 3-D inversion of an entire multi-frequency airborne EM data set is still

extremely time-consuming and numerically expensive, the standard procedure is to per-

form a 1-D inversion at each data point and to stitch them together (e.g., Sengpiel and

Siemon 2000) or perform lateral (Siemon et al. 2009) or spatial (Viezzoli et al. 2008)

constrained 1-D inversions. Especially at areas of strong lateral conductivity contrast, this

is a rather poor compromise. Therefore, Ullmann et al. (2016) developed a new algorithm

for automated identification and extraction of induction anomalies in airborne EM data

sets, which allows to combine rapid 1-D and accurate 3-D inversion, performed only at

those parts where 1-D is not sufficient. Based on the individual apparent conductivity maps

for each frequency, they calculate the gradient magnitude as a measure for spatial change

in conductivity. Applying hysteresis thresholding, they first identify areas of strongest

Fig. 11 Real data example of simultaneous inversion for resistivity structure and distortion matrix—
Kemaliye geothermal field, western Anatolia, Turkey (modified after Moorkamp et al. 2016). A near-surface
depth slice (left) and a vertical section (right; marked as white line in depth slice) show the obtained
resistivity model based on standard inversion without distortion correction (top) and simultaneous inversion
for resistivity and distortion (bottom). Considering distortion reduces near-surface artefacts and results in
better fit to borehole information
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gradients for each frequency individually and then arithmetically combine them. Only

areas identified in neighbouring frequencies are kept, and gaps smaller than the approxi-

mate footprint of the airborne EM system are closed. Exclusively data inside this identified

area and a padding zone around are then extracted for 3-D inversion. Once the 3-D

inversion result is available, the 1-D and 3-D conductivity models are stitched together.

Figure 12 shows an example of an airborne EM survey of the buried Cuxhaven tunnel

valley in northern Germany which consists of over 460,000 measuring points. The little

overlaying snapshots illustrate the steps of the automatic procedure. The 3-D inversion was

done with the code by Scheunert et al. (2016), and at the bottom the comparison of the pure

1-D model (left) and the combined 1-D/3-D model (right) is shown. Clearly, artefacts

related to the edges of the tunnel valley are significant for the former (i.e. downwards

banded structure at both ends of the conductive anomaly) and not presented at the latter.

The following approaches are based on numerical skills to tackle the problem. They are

mainly beyond the scope of this review, and the interested reader is referred to the related

literature. Nevertheless, a few approaches are mentioned to make the reader aware of such

codes that might be of interest when dealing with large real data sets. Cox et al. (2012)

chose an approach based on the assumption that the footprint of airborne EM systems

(typically less than 400 m) is significantly smaller than the area surveyed (and later

combined it with a hybrid IE-FE method, Cox et al. 2015). They apply a moving footprint

to perform 3-D inversion only of those parts of the entire 3-D model, which are within the

footprint of a particular transmitter–receiver pair. By superimposition, they construct the

sensitivity matrix of the entire 3-D model. Based on a similar idea, Oldenburg et al.

(2013a) used separate meshes for forward modelling and inversion, especially using small,

local meshes for each transmitter–receiver pair. This allows decomposing the large EM

problem into many small, highly independent problems for which massive parallelization

can be effectively applied. Yang et al. (2014b) extended this approach and introduced the

adaptive sounding methodology. It is a random and dynamic downsampling method to

address that it is not necessary to include all available airborne EM data at each iteration in

the inversion. Yang et al. (2014b) applied a random sampler with an adaptive number of

soundings selected for each iteration. Fewer soundings are used in earlier iterations to build

up larger-scale structure, while more soundings are selected later as the regularization is

relaxed and additional structure is need to fit the data. Holtham and Oldenburg (2012) used

a domain decomposition based on a tiling approach, where they overlap meshes such that

the individual tiles can be merged to a continuous final model.

Commer et al. (2008) were able to reduce the computational demands of large-scale

3-D EM problems. Their code is capable of solving large 3-D imaging problems by

exploiting multiple levels of parallelization over data and model space and utilizing

bFig. 12 Example of the cut-and-paste 3-D inversion of airborne EM data (modified after Ullmann et al.

2016 with permission from Elsevier). Top: background apparent conductivity map (f = 1830 Hz) of the
Cuxhaven tunnel valley at the German North Sea Coast (inlay: overview map). Black rectangle indicates
area of interest and white line the profile shown below. Sequence of overlaying boxes illustrates the
procedure of automatic selection of the anomalous area: For each frequency, a gradient search algorithm is
applied to the apparent conductivity map to identify strong lateral variations. Once the strongest gradients
are mapped for all frequencies, those results are arithmetically combined to identify induction anomalies.
The resulting area of strongest gradients at multiple frequencies is gap-filled, surrounded with padding based
on the approximated footprint of the airborne EM system and used to extract the area (white) and data points
(red lines) from the entire data set that require 3-D inversion. Bottom: section along the white line marked in
the map above. The result of pure 1-D inversion (left) shows strong artefacts at the edges of the tunnel
valley, which disappear when the combined 1-D/3-D inversion approach (right) is applied. Note that
conductivities are plotted and colour scale goes from resistive (yellow) to conductive (purple)
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different meshes for field simulation and imaging. Unfortunately, not everybody has access

to a supercomputer such as the IBM Watson Research Blue Gene/L as Commer et al.

(2008) did. Nevertheless, with their resources they were able to reduce the computational

time from about 4 months to 1 day for a large-scale 3-D CSEM data set. Also, inversion of

MT case studies (e.g., Lindsey and Newman 2015) benefits from massively parallelized

codes (e.g., EMGeo by Newman and Alumbaugh 2000; Newman and Boggs 2004) and

huge clusters. Additionally, application of multi-grid pre-conditioner and smoothing

schemes of the multi-grid algorithm have been successfully, i.e. faster and naturally par-

allelizable, applied to iterative solvers (e.g., Mulder 2006; Nechaev et al. 2008; Yavich and

Scholl 2012). Also, automatic mesh refinement to reduce the total number of cells while

remaining fine enough at areas of interest and to cluster sites to run them separately can be

utilized to handle large data sets (Grayver 2015).

To tackle the challenge of memory size and computing time, Thiel et al. (2012) used

cloud computing architectures consisting of low-cost chips in data centres of public cloud

service providers such as Microsoft, Amazon and Google. In general, cloud architecture is

poorly suitable for message passing interface (MPI) routines involving frequent message

passing, but works well for highly distributable problems, which require minimal or no

communication. Parallelizing WSINV3DMT by frequency (i.e. submitting each frequency

computation as a separate job), they were able to show that cloud computing is an inter-

esting alternative to common local cluster use and has great potential for non-deterministic

modelling approaches.

3.7 Misfit

The real world is unlikely to be captured by the model parameterization. The best fitting

model almost certainly will not be either and, because of noise, the best fitting model will

not have the same misfit as the real world does (Constable 2016).

More than for 1-D and 2-D, it is important for 3-D to appreciate that a single number,

i.e. RMS value, cannot rate the misfit. It is essential that each individual data point—for

example for MT each component at each frequency—has been fitted adequately. It is a

positive development that more and more publications show data fits in various ways that

are beyond a single number. In many cases, the misfit is nowadays plotted, for example, as

map for each frequency.

Often a poor fit can be improved by a much finer model discretization, but for large-

scale models such a fine discretization may not be feasible. Especially for coastal sites,

discretization often is not fine enough to avoid localized large misfits. Therefore, one may

ignore these local misfits visible on the misfit map but at the same time should be aware of

them and their origin when interpreting the final resistivity model.

A good approach is to look at the RMS values at different levels of detail, starting from

the highest level (i.e. the single number) then at a lower level (i.e. maps, pseudo-sections)

down to the level of specific sites, frequencies and data components. By considering all

those levels, one obtains a much better idea of the quality of the fit and which areas, sites,

frequencies and/or components are causing problems. As the RMS is strongly dependent

on the chosen error floors, it is sensible to run the inversion with different error floors to

assess the obtained RMS values and examine the influence on the resulting resistivity

model. Also, Patro and Egbert (2011) mentioned that different error normalizations used to

specify the penalty functionals will result in not directly comparable RMS values. This

should be kept in mind when comparing different inversion results (e.g., 2-D vs. 3-D), if

the data sets were not treated equally.
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Tietze and Ritter (2013) compared models with similarly good RMS value but showing

significantly differing and partly erroneous and misleading images of the subsurface. They

used misfit maps for individual data components to assess whether large-scale structural

inconsistencies can be detected. If a particular component cannot be fit, structural infor-

mation contained in other components may be attenuated or even lost. Figure 13 shows an

example based on a synthetic data set, where the missing highly conductive zone results in

comparably high RMS values in Zxy exactly above the missing structure. Tietze and Ritter

(2013) also noted that the overall RMS misfit is not rotationally invariant as only data

variances are considered. This of course must be taken into account when comparing

results of differently orientated meshes.

Instead of looking at RMS value plots (e.g., RMS maps for particular periods or RMS

plots of periods vs. site number) often maps or curves of observed and predicted data are

shown for comparison, sometimes as maps but also—especially if the data were recorded

along profiles—in a pseudo-section style (e.g., Jegen et al. 2016). As diagonal impedance

components are often very small and therefore have poorly defined phase values, Patro and

Egbert (2011) plotted pseudo-sections of the real and imaginary parts of the diagonal

impedance components scaled by
ffiffiffiffiffiffiffiffiffiffiffiffiffi

Period
p

rather than resistivity and phase curves.

Another approach to investigate the fit of MT data is to compare the phase tensor

ellipses derived from the observed and modelled MT impedances and plot maps for the

individual periods (e.g., Thiel and Heinson 2013). Figure 14a, b shows an example of such

phase tensor maps by Heise et al. (2010), where orientation and minimum phase values

Umin are in good agreement. The degree and spatial distribution of phase misfit can be

Fig. 13 Spatial distribution of RMS errors for periods below (top) and over (bottom) 10 s of the final
inversion result of a synthetic test data set to simulate the San Andreas Fault settings (see Fig. 3). While the
RMS errors of Zxy (left) and Zyx (right) are more or less equally low for periods below 10 s, Zxy shows

relatively high RMS values clustered at sites which are located above the not resolved highly conductive
zone in about 20 km depth (modified after Tietze and Ritter 2013) (SAFOD: San Andreas fault observatory
at depth)
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(a)

(b)

(c)

Fig. 14 Observed (a) and
modelled (b) phase tensor
ellipses derived from MT
impedance transfer functions at
T = 100 s (Heise et al. 2010).
Face colour illustrates the
minimum phase Umin (for colour
scale see a). For most parts, the
orientation and minimum phase
values are in good agreement and
hence well represented by the
model. To even better illustrate
the difference, tensor misfit (D)
ellipses are shown (c). The face
colour shows the mean of the
maximum and minimum misfit
(jDmaxj þ jDminj)/2
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assessed using the following tensor (Heise et al. 2007, 2008): D ¼ I� U�1
obsUmodþ

�

Umod U�1
obsÞ=2. Therefore, Heise et al. (2010) additionally plotted tensor misfit D ellipses

(Fig. 14c; face colour presents the mean of the maximum and minimum misfit

jDmaxj þ jDminj)/2 to even better illustrate the difference compared to a purely visual

inspection of the observed and modelled phase tensor maps. In general, D is small, but in

the southeast systematic spatial correlation in misfit can be observed.

Another and independent approach to assess the appropriateness of the model and the fit

of data was suggested by Siripunvaraporn et al. (2005a) and used by Heise et al. (2010).

This approach is based on data that were observed but not used during inversion (e.g.,

induction vector data). If such independent data are forward modelled based on the

inversion result, the comparison with the observed data is a good indicator for the

acceptability of the model.

3.8 Model Assessment and Resolution

As discussed before, inversion models depend on much more than just the data inputs.

Therefore, it is important to pay attention to all factors beside the data that determine the

result and run more than only one inversion. The most important thing for model

assessment and the subsequent interpretation is to understand the nature of limitations.

Questions that should be asked are (Constable 2016): are the applied physics sufficient for

the problem (e.g., isotropic versus anisotropic resistivity)? Is the forward computation

accurate enough (e.g., handling topography and bathymetry)? Is the model discretization

fine enough while at the same time the model size is sufficiently large? It is rather

implausible that all these can be achieved blindly. Therefore, understanding, experience

and perhaps trial and error must be applied to assess and value the obtained model.

Although done for 2-D CSEM and MT data, Constable et al. (2015) carried out in the order

of 100 inversions to explore aspects of model complexity versus misfit and illustrate how

regularized inversion depends on misfit, data type, model parameterization and regular-

ization parameters. They admitted that such an extensive exploration of model and misfit

space is unrealistic for 3-D but suggested that 2-D inversion provides an effective way to

explore EM data sets before the computational cost of 3-D inversion is expended.

There are many approaches for model assessment—most of them are discussed in the

following—based on different data subsets, inversion parameters and initial (and prior)

models, but also comparison with 2-D models, other data sets and a priori information as

well as modifying the final resistivity structure, including tear zones and testing for

boundary effects. Even comparison of results using coarse and fine meshes is made, but

modification of the model discretization (e.g., shifting the mesh by half a cell size in x- and

y-direction) by unchanged resistivity distribution seems to be unpopular. It is a pity, as this

could provide an indication of the influence of the cell edge locations on the obtained

result, but so far mesh testing is only done before inversion. Also hardly done are tests to

assess the amount of code bias in the resulting inversion model. For example, one should

consider performing forward modelling tests based on the final or manipulated models with

other codes that are based on a different forward engine (e.g., Tietze and Ritter (2013) did

their forward modelling tests using ModEM and WinGlink). Of course, this would require

access to other codes and a bit of effort to re-discretize the model and adopt to a different

data format according to the needs of the other code, but this might be worthwhile.
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3.8.1 Resolution

Discretization as well as the number and distribution of sites and periods has an influence

on the resolution in the 3-D inverse model and the amount of realistic equivalent models. If

the site spacing is larger than the structures causing distortion, such shallow structures are

expected to be less reliable than deeper structures. Running many inversions with varying

inversion parameters (e.g., regularization and smoothing parameters), data subsets (e.g., in

terms of included sites, data components and periods) and initial/prior models (different

half-space and 1-D layered model, model with a priori information) can be useful to assess

the resolution and allows to find a reasonable preferred inverse model (e.g., Yang et al.

2015). In addition, estimates of the skin depth at the shortest period can be a hint on the

limited vertical resolution at shallow depth and at the longest period on the maximal depth

with reliable resistivity information. On the other hand, using 1-D penetration depth

estimations such as skin depth or Niblett-Bostick depth approximation (Niblett and Sayn-

Wittgenstein 1960; Bostick 1977) is not necessarily reliable in 3-D as currents can flow

around resistive bodies. Therefore, these are just very crude estimates and may not suggest

equal depths of investigation for all components; nevertheless, some sort of depth

approximate should be considered to assess the data coverage.

In seismic tomography, resolution tests are commonly performed by the so-called

checkerboard tests. However, the physics of electromagnetic data and seismic tomography

data is very different. While seismic energy is penetrating to all levels of the model with

little distortion, electromagnetic energy is screened from deeper blocks by structures above

and the requirement of continuous current flow makes the blocks act very differently

compared to seismics. Additionally, EM responses from 2-D and 3-D checkerboard

structures are fundamentally different and current flow through a small conductive con-

nection between large-scale conductive regions can be ‘lit up’ even if skin depth consid-

erations suggest the connection should not be resolvable (e.g., Burd et al. 2013, 2014).

Hence, the required derivative matrix strongly depends on the resistivity model itself.

Therefore, a checkerboard test is not applicable to electromagnetic data.

There are numerous approaches to investigate model validity and appraisal for EM. One

is the comparison of results obtained for only a data subset, i.e. subsets of observation sites

(e.g., Ingham et al. 2009) or period ranges (e.g., Newman et al. 2008; Farquharson and

Craven 2009) or data components (e.g., individual impedance elements analogous to TE

and TM mode inversion in 2-D or separate inversion of impedance and VTF, Tietze and

Ritter 2013).

3.8.2 Assessment by Forward Modelling

Another approach is to test whether a structure is required to explain the data by manip-

ulating the model. One can remove or add structures or connect regions of similar con-

ductivity or change resistivity or position of certain features and then calculate the forward

responses—the so-called hypothesis testing. If the predicted data of the manipulated and

the original model are the same (within measurement errors), the modified structure (e.g.,

removed conductor or resistor) is not contributing and therefore not required. The reverse

is not a rigorous test for existence but an indication. However, these can be sensitivity tests

concerning specific (isolated) features in the inversion model (e.g., Hill et al. 2009; Xiao

et al. 2010; Bertrand et al. 2012a; Kelbert et al. 2012; Yang et al. 2015; Ślęzak et al. 2016)
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or a comparison with 3-D forward modelling of principle model structures (e.g., Tuncer

et al. 2006; Heise et al. 2008, 2013; Tietze and Ritter 2013).

One has different options to assess the changes between the synthetic data based on the

inversion result and the manipulated model. One is to simply compare the global RMS

values obtained based on those two models. This might give an idea of the influence of the

added/removed/modified structure on the calculated responses, but suffers from all the

previous discussed issues of using a single number as measure of misfit. Therefore, site-by-

site and/or period-by-period comparison of the misfit must be made—of course with the

focus on those sites and periods that correspond to the manipulated model area.

Figure 15 shows an example presented by Meqbel et al. (2014), where they assessed the

influence of structures to the east of the array by extending the model domain 500 km

eastwards, where the background resistivity was set to 100 Xm as for the prior model. The

preferred inverse model with the extension was subsequently modified in three steps. First,

all resistivities below 10 Xm were set to 10 Xm (Fig. 15c). Secondly, an elongated, 1 Xm
block was added to simulate the North American Central Plains (NACP) conductivity

Fig. 15 Example of model assessment using forward modelling tests (Meqbel et al. 2014). To assess the
possible influence of structures to the east of the array Meqbel et al. (2014) extended the model domain
500 km eastwards with background resistivity set to 100 Xm. Three cases are considered and illustrated in
cross sections (c resistivities below 10 Xm are set to 10 Xm; d 1 Xm, elongated block is included to
simulate the NACP conductivity anomaly; e 10 Xm asthenospheric mantle below 250 km depth towards the
east). Additionally, two depth slices (a, b) of model (e) are shown above. Below the cross sections (c–e) the
total RMS differences for each model are shown (Reprinted from Meqbel et al. (2014) with permission from
Elsevier)
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anomaly (Fig. 15d). Finally, below 250 km the resistivity was set to 10 Xm simulating the

asthenospheric mantle layer (Fig. 15e). Two horizontal depth slices of the latter are shown

above (Fig. 15a, b). Below the cross sections (Fig. 15c, e), the total RMS differences are

shown for each model. Meqbel et al. (2014) observed increasing misfit at the eastern sites

if the minimum resistivity was set to 10 Xm, while the two conductive blocks to the east

showed a comparable misfit to the preferred inverse model. Hence, those blocks were not

required by the data. In a similar manner (not shown here) they tested the depth resolution

of their data set, i.e. below a certain depth they freeze the resistivity to the prior value, and

by varying that depth level and comparison of the RMS differences they conclude that their

data can resolve structures down to 350–490 km depth.

An alternative is to use the change in normalized phase tensor skew angle W relative to

its estimated error r given by dWr ¼ jW�W0j=r ¼ jDWj=r (Burd et al. 2014). Using dWr

has the advantages that it is unaffected by shallow 3-D distortion and large-scale 1-D or 2-

D model changes and, additionally, it is independent of the coordinate system it is com-

puted in. Furthermore, it combines all impedance elements and can be examined by site

maps of individual frequencies. Burd et al. (2014) state if dWr [ 1 at many sites or

dWr [ 2 at few sites one can be confident that the change in structure has strongly affected

the data.

3.8.3 Constrained Inversion Using Manipulated Inverse Models

Computationally more intensive but also more rigorous testing is to run an inversion that is

constrained to omit the debatable structure. Figure 16 shows an example from the Payún

Matrú volcanic field in the Andean backarc of Argentina (Burd et al. 2014). The original

Fig. 16 Model assessment by structure removal—an example from the Payún Matrú volcanic field in the
Andean backarc of Argentina (taken from Burd et al. 2014). The original model (a) shows two conductors
called DEEP and SWAP which are tested for model reliability. The inversion results of suppressed DEEP
(b) and SWAP (c) were obtained by setting the area of the conductor to background resistivity and keeping it
fixed during inversion. Black triangles are Southern Volcanic Zone volcanoes active in the Holocene, white
diamond at surface is the location of Payún Matrú Caldera, and black lines and dashed black lines are
location of subducted Nazca slab, based on the slab surface discussed in Burd et al. (2013). White points are
hypocentres of recorded earthquakes
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inverse model (a) shows two conductive structures—DEEP (deep eastern plume) and

SWAP (shallow western asthenospheric plume). Burd et al. (2014) used a threshold

scheme in which they replaced resistivities below 100 Xm by the mantle background

resistivity (approximated by 100 Xm) and kept the structure of the altered volume fixed.

Using this approach, they tested the existence of DEEP (b) and SWAP (c). The result of

suppressed DEEP is interesting as just outside the forbidden volume an almost identical

conductor re-forms and the conductivity of the subvertical conductor (subslap conductor in

Fig. 16b) increased a lot. Their explanation is that a specific amount of vertical current

flow is required by the model to fit the data. As DEEP is suppressed, the inversion

increases vertical current flow elsewhere to compensate. They call those structures ‘halo

plumes’ and emphasize that there is no reason to read geological meaning into those halo

structures. Burd et al. (2014) concluded that the removal of entire DEEP is not permitted

by the data. However, removing SWAP slightly decreased the resistivity of DEEP

(especially at shallow depth) and the subslap conductor become less conductive. This is

possibly related to cutting off the electrical connection to this subslap conductor, i.e.

reducing current flow through it. To investigate SWAP further (not shown), they sys-

tematically implemented gaps in the plume to block vertical current flow and performed

forward modelling tests. They found that, while SWAP is dominantly a mantle feature, it is

definitely extending into the crust and has two conductive chimneys approaching the

surface beneath Payún Matrú caldera and Trómen volcano.

To obtain a comprehensive image of the subsurface (i.e. resistivity structure as well as

absolute resistivity) inversion results of various data components (e.g., phase tensor, VTF,

impedance) should be compared and combined to exploit the advantages of each data type

and to accomplish a solid basis for the best possible interpretation. One should try to

explore the entire model space, especially considering not only smooth inversion but also

sharp boundary inversion. Another common and from 2-D well-known approach is to

compare inversion results with and without tear zones.

3.8.4 Comparison 2-D Versus 3-D

Other authors also compare 2-D (based on data subsets, especially if recorded along

profiles) and 3-D inversion results (e.g., Tuncer et al. 2006; Newman et al. 2008; Türkoǧlu

et al. 2009; Cumming and Mackie 2010; He et al. 2010; Heise et al. 2010; Patro and

Egbert 2011; Bertrand et al. 2012a, b; Tietze and Ritter 2013; Ślęzak et al. 2016) and often

find good agreement in the main features of the resistivity structures but significant dif-

ferences in details. Even observations of opposed resistivities at parts of the model are

reported but interpreted as effect of the limitation of the 2-D analysis of 3-D data (e.g.,

Heise et al. 2010; Patro and Egbert 2011; Tietze and Ritter 2013; Ślęzak et al. 2016).

Another reason could be that 3-D inversion cannot resolve the structure in the required

detail (e.g., Tietze and Ritter 2013). In such a case, a forward modelling test including the

missing feature will reveal if it is consistent with but not required by the data. Tietze and

Ritter (2013) observed that their conductive zone is imaged narrower and shallower in 3-D

models compared to 2-D. Using synthetic studies they found that 3-D inversion tends to

place structures systematically at shallower depths compared to the true structure if the

prior and initial model are too conductive. Cumming and Mackie (2010) stated that 1-D

and 2-D MT inversions—where they are dimensionally valid—are likely to have higher

resolution than a 3-D inversion as they are less robustly smoothed.

Meqbel et al. (2016) also present a rarely used approach to assess their resistivity model

from Dead Sea Basin MT data. They included a conductive feature from their 2-D model
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into their preferred 3-D resistivity model (Fig. 17a) and computed synthetic impedance and

VTF data at the real site locations supplemented with a quasi-regular grid of 2.5 km site

spacing (red and black dots in Fig. 17d, respectively). The inversion based on the synthetic

data using the real site distribution (Fig. 17b) fails to recover the massive conductive

channel, while the result based on both the real plus the regular grid sites shows a con-

ductive feature (Fig. 17c). Nevertheless, its top seems smeared with the overlaying con-

ductive sedimentary formation of the southern Dead Sea Basin. Meqbel et al. (2016)

concluded that this test has demonstrated that the available site coverage is insufficient to

confirm or exclude the existence of a deep, subvertical conductive structure beneath the

basin. Furthermore, they found that the conductivity contrasts are much stronger in 2-D

than in 3-D. Due to the diffusive nature of the MT method, sensitivity is high for the

shallow parts and the 3-D inversion seems to introduce shallow-off-profile features at the

cost of levelling out conductivity contrasts at greater depth beneath the profile.

Another example why 2-D inversion can be beneficial for 3-D model appraisal is

described by Tietze and Ritter (2013). A conductive path parallel to the coastlines, which is

meant to connect the highly conductive zone in about 20 km depth with the San Andreas
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Fig. 17 Assessment of sensitivity of the site layout with respect to changes in the subsurface resistivity
structure by Meqbel et al. (2016). A deep conductive channel was inserted into the preferred 3-D resistivity
model of the Dead Sea Basin data (a) and this model was used to generate synthetic MT data. The inversion
results of the synthetic data using (b) the real site distribution (red dots in d) and (c) additionally a regular
grid of sites distributed evenly around the Dead Sea Basin (black dots in d) are shown below
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Fault, is visible in 2-D inversion models of MT impedance and VTF data but absent in 3-D

models. The 3-D inversion performed with ModEM was fitting real and imaginary parts of

the impedance tensor rather than apparent resistivity and phase values (as usually done for

2-D inversion). Using standard error settings the larger component (i.e. Zyx) was fitted at

the expense of the smaller one (i.e. Zxy). Only the misfit maps (see Fig. 13) and looking at

phases revealed the bad fit of Zxy. While 2-D inversion was able to fit the phases and

showed the conductor in the final model, 3-D inversion parameters had to be manipulated

such that the smaller impedance components are fit, and hence, the conductive channel

became also visible in the 3-D inverse model. Therefore, Tietze and Ritter (2013) sug-

gested that 2-D and 3-D inversion should be used complementary. While 3-D has clear

advantages in complex subsurface situations, 2-D still provides more options and control

about resolution of small-scale structures, handling static shift, detailed topography and

bathymetry and finer mesh discretization.

3.8.5 Site Coverage

The Dead Sea Basin example by Meqbel et al. (2016) already indicated that the site

coverage could affect the inverse model. A synthetic data example that illustrates the

influence of site distribution on the resulting model is the Dublin Secret Model DSM2 (MT

3-D inversion workshop II, 2011). It was designed for code testing (i.e. synthetic data of a
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Fig. 18 Comparison of two MT inversion results of the DSM2. The inversions were performed by Vozar
using half of the provided sites each: every second profile (run A, left column) and a checkerboard-like
selection of every second site (run B, right column). On top a depth slice (z = 25 km) and at bottom a
section (x = 0 km) of the resulting inverse models are shown. The black dots represent the sites used. Full
comparison of all depth slices and inversions by others as well as the details on the inversion parameters and
the true model are shown by Miensopust et al. (2013)
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structure unknown to the participants) and consists of an MT data set of 144 sites with 30

periods each with random galvanic distortion and Gaussian noise (Miensopust et al. 2013).

Each participant was free to decide how many and which sites and periods were used for

inversion. The inversion results presented clearly show the effect of using different data

subsets on the achieved model (Fig. 18). Keeping the inversion code, mesh, inversion

parameters, initial model, number of periods and error floor the same, Vozar ran the

inversion twice each with half of the available sites: first by using every second profile

(left, run A) and secondly using a checkerboard-like selection of every second site (right,

run B).

Although in both cases the site distribution is very regular over the entire area of

interest, it is obvious that the selection of sites has an influence on the obtained model, but

none of them is able to capture the true structure correctly (not shown, see Miensopust

et al. 2013, for more details). In a synthetic case one is aware of these shortcomings as the

true structure is known, but using field data one does not know the real resistivity structure.

Additionally, in the field the distribution of sites is rarely covering the area of interest with

such a regular and dense array.

3.8.6 Personal Choice Matters

In 2014, both Bedrosian and Feucht (2014) and Meqbel et al. (2014) each published a 3-D

resistivity model of the north-western USA derived from the EarthScope USArray mag-

netotelluric data (Schultz et al. 2006–2018, 2008–2013). Although the field data set was

identical, they used very different data subsets, applied diverse error estimates and used

different 3-D inversion codes and model discretization (see Table 1). The only common

setting was the resistivity of the initial model (i.e. 100 Xm half-space including the 0.3 Xm
ocean). Figure 19 shows both resulting models as a lower crustal depth slice at approxi-

mately the same depth as well as two pairs of roughly coinciding profiles. In principle,

Table 1 Comparison of data subsets, inversion settings, etc., used by Bedrosian and Feucht (2014) and
Meqbel et al. (2014), respectively, to invert the same EarthScope MT data set (Schultz et al. 2006–2018,
2008–2013)

Bedrosian and Feucht (2014) Meqbel et al. (2014)

No. of sites 241 325

Components Full impedance Z Full impedance Z and VTF

Periods 10 log-spaced (full period range) Z: 22 (full period range)

VTF: 19 (only\ 6500 s)

Error 5% relative (individual component) 5% of jZxy Zyxj1=2 to all Z

0.03 for VTFs

Code WSINV3DMT ModEM (nested mesh)

Cell size Horizontal: 15 km Horizontal: 12.5 km

Vertical: 250 m–100 km Vertical: 50 m

(Crust typically 1–2 km) (43 layers with factor 1.2)

Initial model 100 Xm half-space including 0.3 Xm ocean 100 Xm half-space including 0.3 Xm ocean

See Fig. 19 for inversion results
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there are some common structures visible in the models but also many differences (for a

detailed comparison of both models see Meqbel et al. 2014). It is impossible to distinguish

the diverse contributions of the various differences [e.g., in terms of used data subset, error

settings, code, mesh, boundaries, regularization, visualization (see also Sect. 4.3)] and

therefore to favour one model over the other. And the most important question is, are those

differences crucial for interpretation?

4 Interpretation

Beside the above-discussed model validity and appraisal (see Sect. 3.8), limitations of

detectability of structures (see Sect. 4.1) and the presence of anisotropy (see Sect. 4.2) are

concerns for interpretation. At least as important but often underestimated is the visual-

ization of the resistivity model (see Sect. 4.3), which is the basic information used for

interpretation. Before those three aspects are discussed in detail, a few general concerns

and examples are mentioned.

Even if the obtained model is a good representation of the true resistivity distribution,

those values themselves may not ultimately be the quantity of interest but the geology
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Fig. 19 Comparison of 3-D resistivity models of the north-western USA derived from EarthScope USArray
data by (left) Bedrosian and Feucht (2014) and (right) Meqbel et al. (2014). At the top one horizontal slice
each of approximately the same depth is shown and below are two pairs of roughly coinciding profiles
(marked by red arrows). See Table 1 for details on the used data subsets and inversion settings (Reprinted
from Bedrosian and Feucht (2014) and Meqbel et al. (2014) with permission from Elsevier)

Surv Geophys (2017) 38:869–933 911

123



itself. Fullea (2017) describes in detail how such secondary geophysical parameters like

electrical conductivity and more fundamental primary parameters describing the thermo-

chemical state of rocks within the earth (e.g., temperature, composition, melts) can be

combined to enhance interpretation and understanding of the subsurface. Additionally, for

natural field EM data conventional inversion techniques do not provide images with the

resolution necessary to accurately locate drill holes, for example over typical massive

sulphide targets (Watts 2012), but assist in assembling a conceptual model that would

define drilling targets (Cumming and Mackie 2010). In any case, to avoid that the resis-

tivity models are over-interpreted, a good interaction between the geophysicist that per-

formed the inversion and the geologist/engineer who interprets the model is required

(Holtham and Oldenburg 2012).

The sequence from data collection to a final resistivity image is subject to a multitude of

underlying assumptions and simplifications as well as to noise and uncertainty at each step.

Nevertheless, those uncertainties are rarely incorporated in the final assessment of the

reliability of the image (Watts 2012). Furthermore, all the underlying assumptions and

simplifications regarding the data (see Sect. 3.1), models (see Sects. 3.2 and 3.3) and

inversion settings (see Sect. 3.4) imply limitations on the validity of the inverse model.

Resistivity models based on minimum-structure inversion depend largely on smoothing

parameters and other inversion settings, i.e. they often lead to non-geological images,

which have to be interpreted in the light of other data. Therefore, comparing the resistivity

models with results from other geophysical studies such as seismics (e.g., Kelbert et al.

2012; Jegen et al. 2016; Ślęzak et al. 2016), earthquake hypocentres (e.g., Heise et al.

2013; Robertson et al. 2016) or surface heat flow data (e.g., Thiel and Heinson 2013;

Padilha et al. 2015) or magnetic and gravity anomaly maps (e.g., Yang et al. 2015;

Robertson et al. 2016) can be useful and supportive for the interpretation (i.e. qualitative,

post-analysis approach by Bedrosian 2007). Instead of a visual comparison of subsurface

models based on different geophysical methods, clustering methods can also be applied for

interpretation. Ledo et al. (2016) presented a new 3-D image of Tenerife Island obtained

by using soft clustering methods (i.e. fuzzy c-means) for combining the independently

derived models of magnetotelluric and seismic velocity data. This new 3-D image allows

better identifying the main geological structures and processes on the island.

Newman et al. (2003) discussed how misleading the interpretation of RMT data over a

waste site deposit can be. From borehole information they knew that the base of the waste

deposit is at about 13 m. Using 2-D RMT inverse models, they found a conductor of about

20 m thickness, while 3-D inversion results in an approximately 16-m-thick conductor. With

the aim to identify contamination beneath the waste deposit one could bemisled to interpret a

conductor thicker than the waste deposit itself as an indication of leakage. Including the

background resistivity found at a profile outside the deposit into the initial model of the 3-D

inversion they obtained an estimate near 13 m for the base of the pit, which is in good

agreement with the borehole data. The discrepancy in thickness has influence not only on the

possible detection of leakage but also on the estimate of the pit volumewhich is overestimated

by a factor of approximately 1.5 if the background resistivity found at the profile outside the

deposit is not included in the initial model of the 3-D inversion (Newman et al. 2003).

4.1 Considering Limits of Detectability

As the example from the Dead Sea by Meqbel et al. (2016) showed (Sect. 3.8.5, Fig. 17),

detectability of structure depends on the data coverage, but this is not the only influencing

parameter. The following examples will illustrate a few others.
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A common application of AFMAG (audio frequency magnetics) is massive sulphide

exploration with target depths down to 500 m. Mackie and Watts (2012) investigated the

detectability of a large, conductive 3-D target corresponding to a 50 million ton target

under conditions ranging from heterogeneous conductive overburden to a highly resistive

host according to field observations in Australia and Canada, respectively. Figure 20 shows

that in the case of a uniform resistive host of 1000 Xm a measurable response is obtainable
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Fig. 20 AFMAG responses obtained for synthetic models based on typical settings of 3-D sulphide targets
(modified after Mackie and Watts 2012). Top: three models—vertical conductor (75 m � 350 m � 500 m)
in uniform resistive host (I), with added 500-m-thick conductive overburden (II) and finally with variable
thickness of the overburden (III). Middle: AFMAG responses as Tzxr in percentage over model I with target
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down to a depth of 750 m below surface when assuming a noise level of 0.25%. On the

other hand, introducing a 500-m-thick overburden of 10 Xm will already reduce the

response to 0.02% at a frequency of 10 Hz, hence below noise level. If a heterogeneous

overburden (in this case with varying thickness) is assumed, the response contribution of

the target itself (Fig. 20 bottom; red line) becomes even smaller, i.e. unrecognizably small.

This study clearly shows what is detectable depends not only on the target itself and on the

resistivity distribution of the surrounding host but also on the presence of conductive

overburden and the roughness of the interface. These shielding effects should be consid-

ered during interpretation.

Gist et al. (2013) reported about a false positive in hydrocarbon exploration. Using

marine CSEM, surveys are expected to map regions of high vertical resistivity in areas of

resistive hydrocarbon reservoirs, but not all regions of enhanced vertical resistivity are

associated with hydrocarbons. Nevertheless, the combination of high resistivities by CSEM

and low acoustic impedances by 3-D seismics found at the Fox Roost in the Orphan Basin,

Canada, was wrongly interpreted as indicative of hydrocarbon presence. Figure 21 shows a

synthetic study explaining the false positive, which is caused by the properties of the non-

net (here: shale and sand that is too thin or has too low porosity to be considered reservoir

quality). Gist et al. (2013) show the probability distribution of wet and hydrocarbon

reservoir models (Fig. 21). The CSEM inversion results (green shaded area) allow the

possibility of wet reservoir (blue) but are more consistent with hydrocarbon reservoir (red).

Hence, thin resistive layers make it possible to have a high vertical resistivity even though

the depth interval sensed by CSEM contains thick layers of conductive wet reservoir. Gist

et al. (2013) stated that sometimes false positive can be mitigated by additional infor-

mation (e.g., high acoustic impedance can indicate that the high resistivity is associated

with low porosity), but at Fox Roost the low porosity layers are too thin to affect the

seismic response. Therefore, a false positive cannot always be avoided!

Deeper structures can be shielded and confounded by highly conductive and inhomo-

geneous structures above and, therefore, an interpretation should focus on those parts

above that are robustly resolved. Other artefacts may be caused by biases introduced by

near-surface distortion or vertical smearing from lateral variations in more deeply seated

low resistivities (Patro and Egbert 2011). It is also important to keep in mind that only the

conductance of a structure is constrained by the data, i.e. a thinner layer of much lower
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Fig. 21 Estimation of the
probability density of CSEM
vertical resistivities based on
random 1-D models to explain
false positive [modified after Gist
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expected from hydrocarbon (red)
and wet (blue) reservoirs at Fox
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resistivity would be indistinguishable from a much thicker and more resistive layer in the

inverse solution.

4.2 Anisotropy

Another issue that affects EM data besides distortion and noise is the presence of aniso-

tropy. Details on the main theoretical aspects how electrical anisotropy may influence EM

data—especially MT responses—and the consequences for analysis, modelling and

inversion can be found in the review by Martı́ (2014).

At the Taupo Volcanic Zone, New Zealand, Heise et al. (2010) performed a 3-D

inversion of MT data using 220 sites. The final inversion model shows a region of high

resistivity values, where an interconnected melt fraction is present and concentrated sur-

face heat flux is observed (Bibby et al. 1995). It is known from isotropic 2-D inverse

models of anisotropic structures that alternating conductive and resistive zones are pro-

duced to satisfy the competing demands of model regularization and the assumption that

the resistivity is isotropic (Heise and Pous 2001; Wannamaker et al. 2002). Therefore,

Heise et al. (2010) tested the 3-D model for a similar effect. They replaced the resistor in

the final 3-D model (R1, Fig. 22a) by narrow alternating strips of low (10 Xm) and high

(200 Xm) resistivities to represent a SW–NE trending anisotropic zone below 13 km depth

(Fig. 22b) and computed the 3-D forward modelling responses. The obtained phase tensor

misfits of both models are similar, and therefore, they concluded that a zone of anisotropic
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resistivity below a depth of 13 km is also a plausible model. Such a zone could be related

to a SW–NE trending dyke swarm parallel to the axis of extension of the rift system.

Furthermore, Heise et al. (2010) found the central conductor to be suggestive of a rising

melt plume and therefore tried to investigate its melt fraction. Considering the lowest

resistivity (0.3 Xm) in this conductive zone and assuming a resistivity of 0.1 Xm for the

melt (Schilling et al. 1997) they got an interconnected melt fraction of about 50%. They

rated this estimate as highly uncertain as the resistivity values determined by the inversion

depend—amongst other factors—on the regularization chosen for inversion. Additionally,

they pointed out that MT resolves the total conductance of a conductive layer rather than

its conductivity, and therefore, the melt fraction may be underestimated. On the other hand,

they referred to Siripunvaraporn and Egbert (2009) who showed an implementation-related

tendency of the used code (WSINV3DMT) to overestimate the conductivity of conductors.

This example reminds one that caution is demanded when obtained resistivity structures

are to be interpreted quantitatively.

For CSEM data, sensitivity to horizontal resistivity is strongest in broadside electric

field data where detectors are offset from and orientated parallel to the towing line, while

sensitivity to vertical resistivities is strongest for overflight data where the transmitter

passes directly over the receiver. Therefore, Newman et al. (2010) pointed out that a

consistent treatment of overflight and broadside electric field measurements require an

anisotropic approach; otherwise, serious artefacts can be produced for certain data con-

figurations. Horizontally layered sedimentary sequences relevant for oil and gas explo-

ration can exhibit transverse anisotropy, and therefore, Newman et al. (2010) considered

independent horizontal and vertical resistivities. Figure 23 shows an example from CSEM

data acquired over the Troll West Gas Province (TWGP) off-shore Norway in the North

Sea (Newman et al. 2010). An interpreted geological section by Johansen et al. (2005)

based on well log and seismic data (a) is shown in comparison with CSEM imaging results

for isotropic (b) and anisotropic—horizontal (c) and vertical (d)—media. The gas field is

imaged by the isotropic model as well as by the vertical component of the anisotropic

resistivity models, and it seems like the isotropic model merges the two anisotropic

resistivity contributions to a single image, however at the cost of a higher misfit.

Ó Súilleabháin et al. (2012) made a very similar observation at a prospect off-shore

Malaysia. The isotropic 3-D inversion of the CSEM data (1-D initial model based on well

logs and including topography) shows a large conical low-resistivity zone coincident

with—but a little narrower than—the observed seismic wipe out zone (Fig. 24a, b,

respectively). As they believe the structure is a mud volcano, they expect the vertical fluid

movement in the mud volcano would severely disrupt the horizontal layering system,

leading to a quiet seismic image. In addition, the vertical resistivity would be affected and

lowered to a level similar to the horizontal. Therefore, Ó Súilleabháin et al. (2012) per-

formed an anisotropic CSEM inversion and tested an isotropic and anisotropic initial

model. They found the vertical resistivity section (c) to be qualitatively similar to the

isotropic one (a) although the conical low-resistivity zone is not as well defined. In con-

trast, the horizontal component (d) shows little correlation with the seismic wipe out zone

and is generally more conductive than the vertical resistivity. Inside the wipe out zone,

both the horizontal and vertical resistivities are similar, supporting the idea of Ó Súil-

leabháin et al. (2012) that the presumed mud volcano disrupts the vertical layering and

renders the resistivity isotropic. They did not observe a difference between an isotropic or

anisotropic initial model for the anisotropic inversion and therefore concluded that the

CSEM inversion can at least qualitatively infer anisotropy even without prior knowledge of

its polarization and amplitude.
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The above examples clearly show that even if 3-D inversion is applied, there might be

anisotropic resistivity structures which cannot be resolved or recognized in the final image.

Therefore, an entire class of equivalent models is missing and not considered for
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interpretation. Especially for hydrocarbon and geothermal but also permafrost targets,

anisotropy may become a crucial issue.

4.3 Visualization

While it is quite obvious how to present a 1-D or 2-D resistivity model, for 3-D there seems

to be no perfect way to visualize the entire model—especially if one is limited to a 2-D,

unmovable medium (e.g., a figure in a publication or poster). Most common visualization

approaches (Fig. 25) show individual or sequences of horizontal depth slices and vertical

sections (e.g., Patro and Egbert 2011; Tietze and Ritter 2013; Burd et al. 2014; Heise et al.

2016) or combining both to fence diagrams (e.g., Bertrand et al. 2015; Heise et al. 2016).

In some publications cube models are shown with oblique cuts through the model or

disclosed faces of different levels and directions (e.g., Yang et al. 2014b; Lindsey and

Newman 2015; Zhdanov et al. 2015; Ślęzak et al. 2016). Another approach is to image iso-

surfaces of specific resistivity values or applying a threshold to blank certain resistivities

(Bertrand et al. 2012a; Burd et al. 2014; Scholl et al. 2015). However, common to all is
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Fig. 24 CSEM inversion results of a prospect off-shore Malaysia (Ó Súilleabháin et al. 2012). The isotropic
3-D inversion result (a) shows a conical conductive zone where the seismic wipe zone exists (b, and overlain
on the other three panels). Anisotropic inversion (c, d) shows that the wipe zone—associated with a mud
volcano—coincides with an isotropic conductivity zone. This zone is associated with vertical fluid
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that they hide parts of the model and put others in the focus. Often the view is skewed and

results in visual illusions—especially about position in space. Furthermore, it is all based

on a personal choice! Patro and Sarma (2016) showed horizontal and vertical slices of their

model but also provide a video slicing step by step through the model as digital supple-

mentary data. Using videos to illustrate the resulting model is something already used in

numerous oral presentations but is new for publications and still is no option for poster and

other 2-D media. The aim should still be to present the 3-D models in 2-D in the least

biased way possible.

Another—not new but still existing—issue is related to colour scale. Whether structures

get in the focus or whether they are at all visible or not strongly depends on the chosen

colour scale. It is not only a matter of the orientation of the colour sequence (i.e. red or blue

being conductive) but also the chosen maximum and minimum values (i.e. the range and

position of the scale) and the used colour gradient/scheme. Although it becomes less and

less an issue, some journals print figures in greyscale only. However, not all colour scales

are made to result in an equally well image in greyscale, rather often maximum and

minimum values are not distinguishable. Additionally, one should keep in mind that a

coloured image of the resistivity distribution might suggest different structural information

to people with red-green-colour or total colour blindness than to those without.

The EarthScope example (Fig. 19) illustrates several of the issues related to visual-

ization. Beside the different colour scales, the used projections and coordinate systems are

not the same. Furthermore, the chosen depth slices and sections are not coinciding in most

cases and the shown extent—especially depth extent—of the sections differs. This makes it

extremely difficult to compare those two models properly and may be a challenge for

interpretation.

Fig. 25 Examples how to image 3-D models on 2-D media. The most common approaches are sequences of
vertical section as familiar from 2-D models (a Heise et al. 2010), horizontal depth slices (b Burd et al.
2014) or a combination of both as fence diagram (c Bertrand et al. 2015), model cubes with oblique cuts
(d Garcia et al. 2015) and iso-surfaces (e Bertrand et al. 2012a)
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Even if the resulting inverse model would be perfect, i.e. representing the subsurface

without any shortcomings, the visualization for interpretation itself is source of errors due

to assumptions and decisions made. This will result in bias as well as—unintentionally or

on purpose—highlight structures while others are hidden.

5 Future Challenges

In general, there are many challenges in various areas of 3-D inversion of EM field data.

Strategies for systematic and thorough model assessment need to be established as standard

procedures. This would be promoted by, on the one hand, availability of codes to a broader

usership just as, on the other hand, well-trained users, knowing how to apply those codes

appropriately. The entire community is in demand for establishing a respectful, responsible

and trustworthy atmosphere of sharing and cooperation. Furthermore, ongoing and new

challenges are related to 3-D anisotropic inversion, modelling realistic situations (see Sect.

5.1) and monitoring (i.e. 4-D inversion; see Sect. 5.2). The latter two will be discussed in

more detail below as well as challenges for CSEM (see Sect. 5.3), which is trying to keep

up with developments in other EM fields (e.g., MT).

5.1 Modelling Realistic Situations

EM methods using electrical dipoles to measure the horizontal electric field, as is the case,

for example, for MT, record the voltage between two grounded electrodes and divide it by

the electrode separation. As Poll et al. (1989) already pointed out many years ago for 2-D,

this procedure gives only an exact value if the electric field is uniform between the

electrodes. This assumption fails for regions of near-surface inhomogeneity (i.e. only an

average value for the electric field will be estimated) and, more extremely, if the electrodes

are in contact with surface material of different resistivity (e.g., in the presence of a fault as

shown for the Glouster Fault, Canada, by Poll et al. 1989). For the latter case, the electric

field across the boundary of materials of different resistivities is discontinuous, and

therefore, the used approximation results in quite inaccurate electric field estimations

(Fischer et al. 1983). Poll et al. (1989) suggested that voltage divided by electrode sepa-

ration is used as electric field estimate in model calculation to compare with real data on an

equal basis. While in 2-D only the Ey component would be affected, in 3-D this dis-

crepancy applies to both horizontal electric field components. Although this issue is known

for quite a while, it is not addressed in common forward modelling and inversion codes.

Beside a modification of the electric field formulation in the codes, it is also required to

have the ability to discretize fine enough to actually be able to simulate correctly on the

scale of electrode separation while accommodating a large-scale model of interest. Beside

this electric field approximation, there are more and more MT studies, where the

assumptions made are no longer valid (e.g., high-latitude data, influence of electrojet).

Therefore, appropriate techniques are required that either correct or handle those data

properly, or codes must be modified/enhanced that they are able to model those effects

correctly.

Similarly, for CSEM the kilometre-long sources cannot be approximated by idealized

unit dipoles without introducing significant errors (Streich and Becken 2011). Therefore,

Grayver et al. (2014) introduced an approach to model realistic sources of complex

geometries accurately without having to use very fine grids near the sources. They
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considered the inductive component from the wire (up to 2 km long) and the contribution

of the grounded electrodes (steel electrodes extending to depths of 5–10 m) in their

calculation.

Another issue became obvious during the ‘MT 3-D inversion III’ workshop in Bari

2016. The forward test model DTM3 and the secret model DSM3—both including

topography as well as bathymetry—turned out to be extremely challenging tasks for the

forward modelling and therefore also for the inverse codes. Huge problems and large

discrepancies between the different responses were observed trying to forward model an

amphibian data set including topography and bathymetry. As the real world is not a flat

earth of rectangular cubes, it is still a demanding task to be able to handle such complex

scenarios appropriately. A lot more joint efforts of the community such as the COPROD2

and BC87 data (Jones 1993a, b) for 2-D inversion or the ‘MT 3-D inversion’ workshop

series are required to compare forward and inversion results of synthetic as well as field

data to enhance solutions.

Also not fully understood are the diagonal elements of the MT impedance tensor. While

for real data the diagonals can be relatively large (up to the same order of magnitude as the

off-diagonals), it is not trivial to generate large diagonal values for synthetic models.

Hence, are they only large due to noise and misalignment to strike or do they actually

contain structural information? It is important to understand the cause of those large

diagonal elements to judge their importance for inversion and hence weight and fit them

appropriately during inversion.

For most large-scale and some small-scale EM studies the ground truth is missing for

the resulting models. Therefore, it can become a very difficult task to adjust the model to

the real subsurface structure without any additional information such as borehole logging

data. Hence, the ambiguity due to equivalent models is probably far more critical than

instrumental errors and noise and is already an issue and concern especially for indus-

try/commercial applications. Solving this issue could also be beneficial for 4-D, i.e.

monitoring.

5.2 Monitoring

In particular, CSEM has a high potential to monitor hydrocarbon production, CO2 storage

horizons and geothermal systems in a continuous or time-lapse manner (e.g., Bhuyian et al.

2012; Tietze et al. 2015b, 2016; Vilamajó 2016). However, no matter what kind of method

is used for monitoring, the most crucial issue is the repeatability of the measurements

themselves. Cultural noise level, systematic installation errors as well as instrument noise

and drift must be considered but also the natural EM signal as either unwanted signal or

variable source. Additionally, if re-installation of instruments is necessary, an accurate

relocation of receivers—and if applicable transmitters—is essential. Furthermore, changes

in near-surface resistivity structures (e.g., due to rain) need to be handled. And how to deal

with data sets (repeatedly) acquired over years—perhaps even with different equipment

(e.g., due to enhancements in instrumentation), changing signal-to-noise ratios and diverse

duration of recording or different frequencies used?

Improving monitoring concepts also demands further development of inversion codes

and strategies. Often what matters is the change with time not the absolute resistivity

distribution in the subsurface. Therefore, approaches considering only the changes during

inversion rather than comparing absolute resistivity images could be seminal. For many

years, time-lapse and difference inversion are common practice for monitoring using

electrical resistivity tomography (e.g., Daily et al. 1992; Binley et al. 1996; LaBrecque and
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Yang 2001). Another crucial aspect for monitoring is the time required from data acqui-

sition to a final result. Commonly, this time scale is far too long to react immediately and,

hence, techniques heading for real-time assessment, inversion and interpretation are

required.

5.3 Controlled Source Electromagnetic (CSEM) Issues

Marine CSEM has been proven to be a useful tool to complement seismic data in

exploration (e.g., Wright et al. 2002; Lien and Mannseth 2008; Orange et al. 2009; Andréis

and MacGregor 2011), and recently, also land-based applications gain more attention

(Wirianto et al. 2010; Girard et al. 2011; Bhuyian et al. 2012; Rödder and Tezkan 2013;

Vilamajó et al. 2013; Zhdanov et al. 2013; Tietze et al. 2015b). First developed in aca-

demia to explore mid-ocean ridges and to study the oceanic lithosphere, marine CSEM is

becoming routine in industry to explore hydrocarbons and seafloor gas hydrates (Weite-

meyer et al. 2010 and references therein).

For a while the development of numerical and interpretation tools (forward and inverse

codes) did not keep up with the progress in acquisition of marine CSEM data (e.g.,

Weitemeyer et al. 2010). Therefore, and because most marine CSEM data are collected

along single tow lines or arrays of tow lines, 2-D or 2.5-D inversion is still commonly used

(e.g., MacGregor et al. 2007; Weitemeyer et al. 2010). On the other hand, Zhdanov et al.

(2015) claimed that their 3-D anisotropic inversion code, which is based on the 3-D

contraction integral method and utilizes a re-weighted regularization conjugate gradient

technique, is fast and efficient for a relatively large towed CSEM data set in a complex

geological setting. Another approach based on the method of synthetic aperture (copied

from the research done in the radar field) addresses the increasing challenge of exploring

off-shore hydrocarbon in complex environment (e.g., deep targets, shallower water, small

targets; Knaak et al. 2015). Nevertheless, CSEM 3-D inversion codes can be computa-

tionally so expensive—especially if full anisotropy is considered—that access to massively

parallel computing platforms and computing times of days to weeks are required for a real-

world problem.

In 2007, Constable and Srnka (2007) named the following future challenges for marine

CSEM: (1) collection of a much broader frequency spectrum of data, (2) development of

more numerous receiver instruments, (3) collection of continuous data in a reconnaissance

survey mode, (4) application to shallow-water targets, (5) solution of the airwave problem

and (6) 4-D reservoir monitoring. Although there has been some progress on (some of)

those aspects in the last 10 years, there is still room for improvement, further research and

enhanced developments.

For land-based CSEM, 3-D inversion also does not seem to be standard procedure

although some studies in cooperation with industry try to tackle this issue (Grayver et al.

2014). The major focus currently is more related to explore and apply transmitter and

receiver configurations taking advantage of the full 3-D subsurface space. Wirianto et al.

(2010) showed that it is difficult to detect conductivity changes in 3-D targets at typical

reservoir depths using only surface-to-surface configurations as the effects are below the

resolution of field data. Therefore, vertical dipoles (Vilamajó et al. 2013, 2015) and a

combination of horizontal and vertical sources (e.g., Tietze et al. 2015b) are used to

increase the resolution significantly by placing receivers or transmitters in observation

wells closer to the reservoir. Such a setting comes along with the challenge to correctly

implement these sources/transmitters into numerical modelling and inversion (see also

distortion due to steel casing in Sects. 3.2.2, 5.1). To date the examination of borehole-to-
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surface CSEM is based on forward modelling studies and hypothesis tests (Tang et al.

2015; Tietze et al. 2015b; Vilamajó et al. 2015, 2016), but as those progress well the

corollary is to do the next step towards 3-D inversion.

6 Conclusions

While most things mentioned in this review are far from new and are common procedures

in 1-D and 2-D, it sometimes seems necessary to remind people that at least the same

caution and care is also required in 3-D. Do not become lazy and over-credulous regarding

the power of 3-D inversion codes—you still only get out what you put in! Therefore, it is

important that every user inverting data makes herself/himself aware of how the inversion

algorithm works and what the requirements, strengths and weaknesses are. This clearly

requires effort and time, but to use the code in an appropriate manner to finally obtain good

and reliable results, this should go without saying.

The key aspects that the practitioner of 3-D EM inversion has to consider and which

were discussed in detail here are the following:

• keeping the 3-D inversion and its requirements already in mind during survey planning,

data acquisition and data processing is beneficial for the final inverse model

(see Sects. 2, 3.1)

• document your data selection clearly and reproducible (see Sect. 3.1.2)

• error estimates are as important as the data themselves and are a tool to weight the data

during inversion, so choose them carefully (see Sect. 3.1.3)

• wisely choose and thoroughly test the mesh design as well as the initial and prior

models and be aware of their assets and drawbacks (see Sects. 3.2, 3.3)

• thoroughly explore regularization and smoothing parameters and keep their influence

on the final model in mind for interpretation (see Sect. 3.4)

• if data are distorted, one should investigate the different approaches to handle distortion

appropriately (see Sect. 3.5)

• different approaches to deal with large data sets are available (see Sect. 3.6)

• take advantage of many different approaches to appreciate that a single number, i.e.

RMS, cannot rate the misfit (see Sect. 3.7)

• regularized inversion depends on misfit, data type, site coverage, model parameter-

ization, regularization parameters, etc. and, therefore, thorough model assessment is

essential (see Sect. 3.8)

• interpret the final inverse model with a lot of care paying attention to all concerns such

as limitation of detectability, presence of anisotropy and bias due to visualization

(see Sect. 4)

Furthermore, each data set is unique. Therefore, a 3-D modelling procedure, which works

with one data set, does not necessarily work with another data set. Ultimately, under-

standing your data set is the key to know how to model it in 3-D. Also, beware of all

assumptions made—from acquisition to interpretation—and their consequences. Be con-

scious of what you are doing, know your tools and their limitations inside out and keep

questioning your results. Remember that changing your perspective may make things look

differently and do not deceive yourself by forcing your data to fit models based on erro-

neous assumptions.
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