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#### Abstract

The whole subject of three-dimensional (3-D) electromagnetic (EM) modelling and inversion has experienced a tremendous progress in the last decade. Accordingly there is an increased need for reviewing the recent, and not so recent, achievements in the field. In the first part of this review paper I consider the finite-difference, finite-element and integral equation approaches that are presently applied for the rigorous numerical solution of fully 3-D EM forward problems. I mention the merits and drawbacks of these approaches, and focus on the most essential aspects of numerical implementations, such as preconditioning and solving the resulting systems of linear equations. I refer to some of the most advanced, state-of-the-art, solvers that are today available for such important geophysical applications as induction logging, airborne and controlled-source EM, magnetotellurics, and global induction studies. Then, in the second part of the paper, I review some of the methods that are commonly used to solve 3-D EM inverse problems and analyse current implementations of the methods available. In particular, I also address the important aspects of nonlinear Newton-type optimisation techniques and computation of gradients and sensitivities associated with these problems.
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## 1. Introduction

Over the last decade, the EM induction community had three large international meetings entirely devoted to the theory and practice of three-dimensional (3-D) electromagnetic (EM) modelling and inversion (see Oristaglio and Spies, 1999; Zhdanov and Wannamaker, 2002; Macnae and Liu, 2003). In addition, two special issues of Inverse Problems dedicated to the same subject have been recently published (Lesselier and Habashy,

2000; Lesselier and Chew, 2004). As a result, a multitude of various kinds of numerical solutions have been revealed to the community. An advanced reader may find it interesting to browse through the above references on his own. Here, for completeness, I must mention that several comprehensive books, for example the work of Zhdanov (2002), have also been published on the same subject.

In this paper, I will review the finite-difference (FD), finite-element (FE) and integral equation (IE) numerical solutions for fully 3-D geoelectromagnetic modelling and inverse problems. I will leave aside the variety of so-called approximate solutions, that impose additional constrains on the conductivity models and/or EM field behaviour, such as - thin sheet solutions (Vasseur and Weidelt, 1977; Dawson and Weaver, 1979; McKirdy et al., 1985; Singer and Fainberg, 1985; among others), artificial neural network solutions (Spichak and Popova, 2000; among others) and those that are based on every kind of approximation of the Born-Rytov type requiring a low-contrast assumption (Habashy et al., 1993; Torres-Verdin and Habashy, 1994, 2002; Zhdanov and Fang, 1996; Chew, 1999; Tseng et al., 2003; Song and Liu, 2004). I will also ignore solutions that are applicable only to direct current problems (Tamarchenko et al., 1999; Li and Oldenburg, 2000; Li and Spitzer, 2002, among many others). Nevertheless, the subject still remains so vast that it is impossible to review all material. So, in what follows I will further confine myself to only some numerical aspects of recent developments in fully 3D EM forward and inverse solutions, which I believe to be important.

## 2. Three-Dimensional Modelling

Three-dimensional (3-D) electromagnetic (EM) numerical modelling is used today, (1) sometimes, as an engine for 3-D EM inversion; (2) commonly, for verification of hypothetical 3-D conductivity models constructed using various approaches; and (3) as an adequate tool for various feasibility studies.

The whole field of 3-D EM modelling is now developing so fast that most of the published results on the performances, computational loads and accuracies of existing numerical solutions are out-of-date (sometimes even before they are published). This is why in this review of current modeling solutions I avoid addressing these topics, as these kinds of comparisons may be misleading. However, the COMMEMI project of Zhdanov et al. (1997) is entirely devoted to the comparisons of different solutions (primarily 2-D but some 3-D solutions were included).

### 2.1 How We Do It

During 3-D modelling we solve numerically Maxwell's equations (here presented in the frequency-domain)

$$
\begin{align*}
& \nabla \times \mathbf{H}=\tilde{\sigma} \cdot \mathbf{E}+\mathbf{j}^{\mathrm{ext}}  \tag{1a}\\
& \nabla \times \mathbf{E}=i \omega \mu \cdot \mathbf{H} \tag{1b}
\end{align*}
$$

where $\mu$ and $\varepsilon$ are, respectively, the permeability and permittivity of the medium, $\tilde{\sigma}=\sigma-i \omega \varepsilon$ where $\sigma$ is the electrical conductivity and $\omega$ is the angular frequency of the field with assumed time-dependence $\exp (-i \omega t)$, and where $\mathbf{j}^{\text {ext }}$ is the impressed current source. This allows us to calculate the electric $\mathbf{E}$ and magnetic $\mathbf{H}$ fields within a volume of interest, whatever it might be. There are three commonly used approaches to obtain the numerical solution.

### 2.1.1 Finite-Difference Approach

The first, probably the most commonly employed, is the finite-difference approach (Yee 1966; Jones and Pascoe, 1972; Dey and Morrison, 1979; Judin, 1980; Spichak, 1983; Madden and Mackie, 1989; Smith and Booker, 1991; Mackie et al., 1993, 1994; Wang and Hohmann, 1993; Weaver, 1994; Newman and Alumbaugh, 1995; Alumbaugh et al., 1996; Smith, 1996a, b; Varentsov, 1999; Weaver et al., 1999; Champagne et al., 1999; Xiong et al., 2000; Fomenko and Mogi, 2002; Newman and Alumbaugh, 2002; among others). In this approach, the conductivity ( $\tilde{\sigma}$ ), the EM fields and Maxwell's differential equations are approximated by their finite-difference counterparts within a rectangular 3-D grid of $M=N_{x} \times N_{y} \times N_{z}$ size. This leads to the resulting system of linear equations, $A_{\mathrm{FD}} \cdot x=b$, where the $3 M$-vector $x$ is the vector consisting of the grid nodal values of the EM field, the $3 M$-vector $b$ represents the sources and boundary conditions. The resulting $3 M \times 3 M$ matrix $A_{\mathrm{FD}}$ is complex, large, sparse and symmetric. Weidelt (1999) and Weiss and Newman $(2002,2003)$ have extended this approach to fully anisotropic media. In the time-domain, the FD schemes have been developed by Wang and Hohmann (1993), Wang and Tripp (1996), Haber et al. (2002), Commer and Newman (2004), among others. The main attraction of the FD approach for EM software developers is an apparent simplicity of its numerical implementation, especially when compared to other approaches.

### 2.1.2 Finite-Element Approach

In the finite-element approach, which is still not widely used, the EM field (or its potentials) are decomposed to some basic (usually, edge and nodal) functions. The coefficients of the decomposition, a vector $x$, are sought using the Galerkin method. This produces a nonsymmetric sparse complex system of linear equations, $A_{\mathrm{FE}} \cdot x=b$. The main attraction of the FE approach for geophysicists is that it is commonly believed to be better able than other approaches to accurately account for geometry (shapes of ore-bodies,
topography, cylindrical wells, etc.). This apparent attraction is counterbalanced by a nontrivial and usually time-consuming construction of the finite elements themselves. The FE approach has been implemented by many developers (Reddy et al., 1977; Pridmore et al., 1981; Paulsen et al., 1988; Boyce et al., 1992; Livelybrooks, 1993; Lager and Mur, 1998; Sugeng et al., 1999; Zunoubi et al., 1999; Ratz, 1999; Ellis, 1999; Haber, 1999; Zyserman and Santos, 2000; Badea et al., 2001; Mitsuhata and Uchida, 2004, among others).

### 2.1.3 Integral Equation Approach

Finally, with the integral equation approach Maxwell's differential equations (1) are first reduced to a second-kind Fredholm's integral equation (Dmitriev, 1969; Raiche, 1974; Hohmann, 1975; Weidelt, 1975, Tabarovsky, 1975)

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=\mathbf{E}_{o}(\mathbf{r})+\int_{V^{\text {s }}} \underset{=}{G}\left(\mathbf{r} ; \mathbf{r}^{\prime}\right)\left(\tilde{\sigma}-\tilde{\sigma}_{o}\right) \mathbf{E}\left(\mathbf{r}^{\prime}\right) d r^{\prime} \tag{2}
\end{equation*}
$$

with respect to the electric field. This is known as the scattering equation (SE). To derive SE the Green's function technique is usually applied. In Equation (2), the free term $\mathbf{E}_{o}$ is known, $G$ is the $3 \times 3$ dyadic for the Green's function of the 1-D reference medium, $\overline{\bar{a}}{ }^{o}$ d $V^{s}$ is the volume where ( $\tilde{\sigma}-\tilde{\sigma}_{o}$ ) differs from zero. A discretization of the SE yields the linear system $A_{\mathrm{IE}}$. $x=b$, provided that both conductivity $\tilde{\sigma}$ and the unknown electric field $\mathbf{E}$ are assumed to be constant within each cell. The system matrix $A_{\text {IE }}$ is complex and dense, with all entries filled, but more compact than the $A_{\mathrm{FD}}$, or $A_{\mathrm{FE}}$ matrices. The main merit of the IE approach is that only the scattering volume $V^{\beta}$ is subject to discretization. This reduces the size of system matrix $A_{\text {IE }}$ dramatically. All other approaches require a larger volume to be discretized. However, most EM software developers refrain from implementation of the IE approach, since accurate computation of the matrix $A_{\mathrm{IE}}$ is indeed an extremely tedious and nontrivial problem itself. Yet this approach has been implemented in several studies (Ting and Hohmann, 1981; Wannamaker et al., 1984; Newman and Hohmann, 1988; Hohmann, 1988; Cerv, 1990; Wannamaker, 1991; Dmitriev and Nesmeyanova, 1992; Xiong, 1992; Xiong and Tripp, 1995; Kaufman and Eaton, 2001, among others).
2.1.4 Techniques to Improve Solutions Using the Physics of the EM Problem The important point, regardless of what approach is employed, is that the initial EM forward problem is always reduced to the solution of a system of linear equations

$$
\begin{equation*}
A \cdot x=b \text {. } \tag{3}
\end{equation*}
$$

Nowadays, the system is commonly solved iteratively by a preconditioned Krylov method (see Appendices A and B). The properties of the matrix $A$
are determined by which method (FD, FE or IE) is applied to solve the forward problem. In this respect, only two aspects are important, (1) how accurate the system $A \cdot x=b$ represents Maxwell's equations, and (2) how well-preconditioned the system matrix $A$ is (see Appendix B). This is because condition numbers $\kappa(A)$ of the unpreconditioned system matrices $A$ may easily be as large as $10^{9}-10^{12}$ (cf. Tamarchenko et al., 1999), and such poorly preconditioned systems slowly converge, if indeed they are convergent at all.

To address the first issue staggered-grids (see Figure 1) are commonly used since they produce coercive approximation - conservation laws $(\nabla \times(\nabla$ $f)=0$ and $\nabla \cdot(\nabla \times \mathbf{f})=0)$ are satisfied. This approximation follows naturally from the interaction between Ampere's and Faraday's laws given in Equations (1a) and (1b), respectively.

In order to address the second issue, a variety of the preconditioners have been designed and applied. For instance, with the IE approach, to get a wellpreconditioned matrix system $A_{\mathrm{IE}}$, the modified iterative-dissipative method (MIDM) has been successfully developed (Singer, 1995; Pankratov et al., 1995, 1997; Singer and Fainberg, 1995, 1997) and implemented (Avdeev et al., 1997, 1998, 2000, 2002a, 2002b; Zhdanov and Fang, 1997; Hursan and Zhdanov, 2002; Singer et al., 2003). It is remarkable that the MIDM-preconditioned system matrix $A_{\text {IE }}$ has such a small condition number, $\kappa\left(A_{\text {IE }}\right) \leq \sqrt{C_{1}}$, where $C_{1}$ is the lateral contrast of conductivity. Comparisons with the finite-difference solution of Newman and Alumbaugh (2002) show similar performances for both solutions (see Table I).

Within the methodology of FD and FE approaches, the most favourable preconditioners are, Jacobi, SSOR and incomplete LU decomposition (typical example, $M=25 \times 22 \times 21=11550, N_{\text {bicgstab }}=396 ; t_{\text {cpu }}=18 \mathrm{~min}$ on a $1-\mathrm{GHz}$ Pentium 3 PC; Mitsuhata and Uchida, 2004). From moderate to high frequencies these preconditioners work reasonably well, providing convergence of Krylov iterations. However, at low frequencies, or more exactly, at low induction numbers

$$
\begin{equation*}
\lambda=\sqrt{\omega \mu \sigma} \Delta \ll 1 \tag{4}
\end{equation*}
$$

the convergence meets a certain difficulty, since Maxwell's equations (1) degenerate. In Equation (4) $\Delta$ stands for the characteristic grid size and other parameters are defined elsewhere in the text. To get around this inherent difficulty Smith (1996b) proposed a "divergence correction" that dramatically improves convergence. His ideas have been subsequently refined in (Everett and Schultz, 1996; LaBracque, 1999; Druskin et al., 1999). Presently, the low induction number (LIN; Newman and Alumbaugh, 2002; Weiss and Newman, 2003) and multigrid (Aruliah and Ascher, 2003; Haber, 2005, $M=65^{3}=274625 ; t_{\text {cpu }}=2.5 \mathrm{~min}$ per the source position) preconditioners demonstrate their superiority over more traditional ones. Figure 2 and


Figure 1. A fragment of a straggered grid of Yee (1966). The electric field is sampled at the centers of the prism edges, and the magnetic field is sampled at the centers of the prism faces.

Table II give such an example. Figure 3 demonstrates the grid-independency of the multigrid preconditioner, when $\lambda \leq 1$.

Usage of the EM potentials, as in the case of Helmholtz's potentials with a Coulomb gauge, instead of the EM fields also helps to greatly improve and accelerate solution convergence (Haber et al., 2000a; Mitsuhata and Ushida, 2004, among others).

The techniques presented in this section are more fundamental than mere mathematical tricks for accelerating the solution convergence. They are deeply rooted in the physics of the EM induction problem and so they allow us to more precisely describe it.

### 2.1.5 Spectral Lancsoz Decomposition Method

Another very efficient FD approach is the spectral Lancsoz decomposition method (SLDM) (Druskin and Knizhnerman, 1994; Druskin et al., 1999).

TABLE I
Computational statistics for a 3-D induction logging model (after Avdeev et al. (2002a))

| Method | Grid <br> $\mathrm{N}_{\mathrm{x}} \times \mathrm{N}_{\mathrm{y}} \times \mathrm{N}_{\mathrm{z}}=\mathrm{M}$ | Frequency <br> $(\mathrm{kHz})$ | Preconditioner | Iterates-m | Run time ${ }^{\mathrm{a}(\mathrm{s})}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| IE | $31 \times 31 \times 32=30752$ | 10,1600, | MIDM | 7 | 2950 |
|  |  | 5000 |  |  |  |
|  | 563328 | 10 | LIN | 17 | 2121 |
| FD | 435334 | 160 | Jacobi | 6000 | 5686 |
|  | 435334 | 5000 | Jacobi | 1200 | 1101 |

${ }^{\text {a }}$ Times are presented for Pentium $/ 350 \mathrm{MHz}$ PC (IE code) and for IBM RS-6000 590 workstation (FD code).


Figure 2. The convergence rate of FD solution for the Jacobi and LIN preconditioning (after Newman and Alumbaugh, 2002).

TABLE II
Number of iterations to convergence (within a tolerance of $10^{-7}$ ) as a function of frequencies

|  | Number of cells | $\omega(\mathrm{Hz})$ |  |  |  |  |  |  |  |
| :--- | :--- | :--- | ---: | ---: | ---: | ---: | ---: | :---: | :---: |
|  |  | $10^{1}$ | $10^{2}$ | $10^{3}$ | $10^{4}$ | $10^{5}$ | $10^{6}$ |  |  |
| $\mathrm{M}_{\mathrm{M}}$ | $30^{3}$ | 3 | 3 | 3 | 6 | 12 | 98 |  |  |
|  | $40^{3}$ | 3 | 3 | 3 | 6 | 13 | 116 |  |  |
|  | $50^{3}$ | 3 | 3 | 3 | 6 | 12 | 128 |  |  |
| $\mathrm{M}_{\mathrm{I}}$ | $30^{3}$ | 30 | 27 | 31 | 55 | 166 | 642 |  |  |
|  | $40^{3}$ | 40 | 40 | 42 | 76 | 210 | 1180 |  |  |
|  | $50^{3}$ | 46 | 48 | 51 | 97 | 273 | 1551 |  |  |

The results are presented for the multigrid $\left(\mathrm{M}_{\mathrm{M}}\right)$ and incomplete Cholesky decomposition $\left(\mathrm{M}_{I}\right)$ preconditioners (after Aruliah and Ascher, 2003).


Figure 3. The condition number as a function of the induction number (after Aruliah and Ascher, 2003).

It is commonly considered as a method of choice when multi-frequency modelling of the EM field is required. The reason is that the SLDM is able to solve Maxwell's equations at many frequencies for a cost that is only slightly greater than that paid for a single frequency. But, such numerical effectiveness of the SLDM slightly sacrifices its universality. Indeed, the SLDM
assumes that conductivity $\tilde{\sigma}$ and impressed current $j^{\text {ext }}$ of Equation (1) are frequency-independent. However, this then means for example that the IP effects cannot be taken so easily on board. Wang and Fang (2001) extended the SLDM to anisotropic media. Recently, Davydycheva et al. (2003) proposed a special conductivity averaging and spectral optimal grid refinement procedure that reduces grid size and accelerates computation by the SLDM method. These authors claim that their new scheme outperforms other known FD schemes by an order of magnitude.

The basics of the SLDM method can be also found in Golub and Van Loan (1996).

### 2.1.6 Spherical Earth Models

Numerical implementations mentioned above use Cartesian geometry, and extensively cover such important geophysical applications, such as induction logging, airborne EM, magnetotellurics and controlled-source EM. At the same time, a number of implementations are also available to simulate the EM fields excited in 3-D spherical earth models, including those based on the spectral decomposition (Tarits, 1994; Grammatica and Tarits, 2002), finite-element (Everett and Schultz, 1996; Weiss and Everett, 1998; Yoshimura and Oshiman, 2002), spectral finite-element (Martinec, 1999), finite-difference (Uyeshima and Schultz, 2000) and integral equation (Koyama et al., 2002; Kuvshinov et al., 2002, 2005) approaches. Also, in order to deal with the complicated spatial and temporal variability of the satellite induction data, several time-domain techniques for computing 3-D EM fields of a transient external source have recently been developed (Hamano, 2002; Velimsky et al., 2003; Kuvshinov and Olsen, 2004).

### 2.2 CONCLUSION

Competition between various modelling approaches (FD, FE and IE) is today focused entirely on the two issues mentioned above. The ultimate goal of 3-D modellers is, first, to design a more accurate approximation to Maxwell's equations within a coarser grid discretization. The second important challenge is to find a faster preconditioned linear solver. Fortunately, as a result of this competition between methods, we now have several very effective codes for numerical modelling of 3-D EM fields at our disposal today.

## 3. Three-Dimensional Inversion

### 3.1 Why Is It Important?

Recent huge improvements in both instrumentation and data acquisition techniques have made electromagnetic surveys (magnetotelluric, controlled-
source EM, crosshole EM tomography, etc.) a more common procedure. Accordingly there is an increased need for reliable methods of interpretation of particularly three-dimensional (3-D) datasets.

### 3.2 Why Is It Numerically Tough?

Even with the relatively high level of modern computing possibilities, the proper numerical solution of the 3-D inverse problem still remains a very difficult and computationally intense task for the following reasons. (1) It requires a fast, accurate and reliable forward 3-D problem solution. Approximate forward solutions (Zhdanov et al., 2000; Torres-Verdin and Habashy, 2002; Tseng et al., 2003; Zhang, 2003; among others) may deliver a rapid solution of the inverse problem (especially, for models with low conductivity contrasts), but the general reliability and accuracy of this solution are still open to question. (2) The inverse problem is large-scale; usually with thousands of data points $(N)$ to be inverted in the tens of thousands of model parameters $(M)$. In this case, the sensitivities are too numerous to be directly computed and stored in memory. (3) The problem is ill-posed in nature with nonlinear and extremely sensitive solutions. This means that due to the fact that data are limited and contaminated by noise there are many models that can equally fit the data within a given tolerance threshold. (4) To make the solution unique and depend stably on the data it is necessary to include a stabilizing functional (Tikhonov and Arsenin, 1977). This functional is a part of the penalty functional that trades off between the data misfit and a priori information given in the model or/and data. It may reflect any information on the model smoothness, sharp boundaries, a static shift in the data etc. (cf. Portniaguine and Zhdanov, 1999; Sasaki, 2004; Haber, 2005). Choice of such a stabilizator is of extreme importance since it heavily impacts on the solution obtained (cf. Farquharson and Oldenburg, 1998).

It is important to stress that the first encouraging examples of fully 3-D inversion solutions have appeared only within the last 3-5 years and the problem, in general, is currently an area of very intensive research. A typical example of computational loads inherent in, say, the 3-D MT inverse problem is as follows (Farquharson et al., 2002; inexact preconditioned Gauss-Newton method, $\quad N=1296, \quad \mathrm{M}=37 \times 41 \times 24=36408, \quad N_{\mathrm{GN}}=12$; $t_{\text {cpu }}=24 \mathrm{~h}$ on three 1 GHz processors.) The above example indicates why such kind of work requires very intensive numerical calculations and, hence, why it is preferable to solve it within a multi-processor framework.

### 3.3 How Is It Commonly Solved?

The first pioneering solution of the fully 3-D EM inverse problem was presented by Eaton (1989) more than 15 years ago. Yet in spite of this, until
recently, the trial-and-error forward modelling was almost the only available tool to interpret the fully 3-D EM dataset. Today the situation has slightly improved, and the methods of unconstrained nonlinear optimisation (Nocedal and Wright, 1999) are gaining popularity to address the problem. Thus fortunately, the nonlinear optimisation methods have undergone tremendous progress, especially in their mathematical aspects.

In standard nomenclature a solution is sought as a stationary point of a penalty functional (Tikhonov and Arsenin, 1977).

$$
\begin{equation*}
\varphi(m, \lambda)=\varphi_{d}(m)+\lambda \cdot R(m) \underset{m, \lambda}{\longrightarrow} \min \tag{5}
\end{equation*}
$$

where $\varphi_{d}(m)=\frac{1}{2}\left\|d^{\text {obs }}-F(m)\right\|^{2}$ is the data misfit, $R(m)$ is the stabilizing functional, $F(m)$ is the forward problem mapping, $m=\log (\sigma)$ is the $\log$ conductivity, and $\lambda>0$ is a regularization (Lagrange) multiplier. Traditionally, to find a solution to this optimisation problem geophysicists apply nonlinear Newton-type iterations (such as the classical full Newton, Gauss-Newton, quasi-Newton iterations, or some modification thereof) in the model parameter space (see Appendix C). This in turn entails, at each step of a Newton-type iteration, the computation of the sensitivity $N \times M$ matrix $\left(J=\frac{\partial F}{\partial m}\right)$ and Hessian $M \times M$ matrix $\left(H=\frac{\partial^{2} \varphi}{m^{2}}\right.$ ), or its approximation (such as $H \approx$ $J^{\mathrm{T}} J$ ). It also involves solving a large and dense system of linear equations

$$
\begin{equation*}
H \cdot \delta m=-g \tag{6}
\end{equation*}
$$

in order to find a model update $\delta m$, where $g=\frac{\partial \varphi}{\partial m}$ is the gradient vector. Once $\delta m$ is found, the new model is given by $m^{(i+1)}=m^{(i)}+\beta \cdot \delta m$, where $\beta(0<\beta<1)$ is determined by a line search.

One important feature of inverse problems, is that within the straightforward Newton-type methods the sensitivity $N \times M$ matrix ( $J=\frac{\partial F}{\partial m}$ ) must be computed and stored in memory. However, even with the use of the most efficient reciprocity techniques (McGillivray and Oldenburg, 1990; among others), the straightforward evaluation of the sensitivity matrix $J$ still requires the solution of $K$ forward (and adjoint) problems, where $K=\min \{N, M\}$ (see Appendix D for details). Such a numerical procedure, while tractable for 1-D and 2-D inverse problems, may become computationally prohibitive for larger and more complicated 3-D inverse problems. It is, then, not surprising that much effort has been directed towards economizing, or even bypassing, the evaluation of the sensitivity matrix (Smith and Booker, 1991; TorresVerdin and Habashy, 1994; Farquharson and Oldenburg, 1996; Yamane et al., 2000, among others).

In order to solve a Newton system, given in Equation (6), more effectively the preconditioned conjugate gradient (CG) iterative method is commonly applied (cf. Newman and Alumbaugh, 1997; Haber et al., 2000a) since it allows solving the system without calculating $J$ explicitly. At each step, the CG
method requires calculating only matrix-vector products $J v$ and $J^{\mathrm{T}} w$ and it is equivalent to the solution of two forward problems (see Appendix D). Thus, the total number of forward solutions involved in whole inversion process is proportional to $N_{\mathrm{GN}} \times\left(2 \times N_{\mathrm{CG}}\right)$, where $N_{\mathrm{GN}}$ is the number of nonlinear Gauss-Newton iterations, and $N_{\mathrm{CG}}$ is the number of linear CG iterations. The method may require extra forward problem solutions if a line search is invoked.

Mackie and Madden (1993) applied this approach to coarsely parameterised models (so that $M$ remains relatively small) to invert 3-D MT data. Newman and Alumbaugh (1997) also used it to invert crosswell EM data, and Ellis (2002) used this approach to invert a fixed wing airborne TEM synthetic dataset. Ellis's solution is interesting since its engine - a forward problem solution - uses the integral equation approach. Nevertheless, the results demonstrated, in particular, that such a relatively straightforward approach is nearly useless for the numerical solution of practical 3-D EM inversion problems on a regular PC. More details on this approach can be found in (Newman and Hoversten, 2000). Significantly in this respect $N_{\mathrm{GN}}$ is usually small, however very occasionally $N_{\text {CG }}$ may be relatively large. The slower convergence of the CG iterations is reflected in a large value of $N_{\mathrm{CG}}$. To diminish further the number of CG iterations the inexact Gauss-Newton method (IGN; Kelly, 1999) can be applied. Haber et al. (2002) presented a 3-D frequency-domain controlled-source (CS) EM inversion based on the IGN method with the smoothness regularization.

Alternatively, Newman and Alumbaugh (2000), Rodi and Mackie (2001) and Mackie et al. (2001) proposed to solve the 3-D inverse problem using the nonlinear conjugate gradient method (NLCG) by Fletcher and Reeves (1964) and Polak and Ribiere (1969) that requires for computation only the gradient vectors $g=\frac{\partial \varphi}{\partial m}$, rather than sensitivities $J$ (see Appendix C for details). The idea of applying gradient vectors to solve nonlinear geophysical inverse problems was first suggested by Tarantola (1987) and is also related to the EM migration technique of Zhdanov (2002; and the references therein). The motivation for using the NLCG method is that evaluating the gradients involves single solution of one forward and one adjoint problem at each NLCG iteration (see Appendix D and references therein). This is almost $K / 2$ times faster than evaluating the full Jacobian matrix $J$ required by Newtontype methods. Such great acceleration is slightly counterbalanced by the fact that the NLCG approach requires the solution of the 1-D minimization problem (so-called line search) at each iteration. Rodi and Mackie (2001) proposed an algorithm for the line search, equivalent in computational time to only three solutions of the forward problem. In spite of such a dramatic increase in speed, the NLCG approach still has to be implemented either within a massively parallel computing architecture (Newman and Alumbaugh, 2000; Newman et al., 2002; Newman and Boggs, 2004) or with the help of message passing interface (MPI) running on PC-clusters (Mackie et al.,
2001). Newman et al. (2003) described an excellent application of this approach to the synthetic and experimental 3-D radio MT dataset ( $N=25600, M=132553 ; N_{\text {NLCG }}=68 ; t_{\mathrm{cpu}}=120 \mathrm{~h}$ using 252 processors on the Sandia Nat. Lab. Ascii Red computer; for a fixed regularization parameter $\lambda$ ). Recently, Newman and Commer (2005) applied the NLCG approach to invert a transient EM dataset $(N=99 \times 90 \times 2=17820$; $N_{\text {NLCG }}=87 ; t_{\mathrm{cpu}}=18$ days using 336 processors on the Red computer). They advanced the original technique first introduced by Wang et al. (1994) for casual and diffusive EM fields and subsequently implemented by Zhdanov and Portniaguine (1997) in the framework of iterative migration. For synthetic examples considered in the paper of Newman and Commer (2005) they found that the migration of the initial data error into the model as presented by Zhdanov and Portniaguine (1997), without iteration or preconditioning, is not an effective imaging strategy.

Mackie et al. (2001) also implemented the NLCG approach to solve the 3-D MT inverse problem (typical example, $N=2000, \mathrm{M}=39 \times 44 \times 19=32604$; $N_{\text {NLCG }}=20 ; t_{\text {cpu }}=10-12 \mathrm{~h}$ on a 400 MHz desktop computer). These authors are able to invert wideband ( $1000-0.001 \mathrm{~Hz}$ ) MT datasets with up to 600 MT sites and with model grids up to $70 \times 70 \times 40$. They have inverted probably 100 commercial datasets to date (Mackie, 2004, Private communication).

Dorn et al. (1999) have used a similar adjoint method to invert cross-well EM data.

Zhdanov and Golubev (2003) applied the NLCG method combined with an approximate forward modelling solution to invert the synthetic and experimental MT datasets (typical example, $N=3120$, $M=15 \times 13 \times 8=1560$; a model with the conductivity contrast of 10 ). In both synthetic examples presented in their paper, the true conductivity model is reconstructed qualitatively. Other computational loads are not referred to. They also applied such an approach to experimental MT data ( $N=25600$, $\left.M=56 \times 50 \times 12=33600 ; N_{\mathrm{NLCG}}=30 ; t_{\mathrm{cpu}}=14 \mathrm{~min}\right)$. To increase the accuracy of inversion, Zhdanov and Tolstaya (2004) applied rigorous forward modelling based on the IE approach at the final stage of the inversion. Again, they considered a couple of low-contrasting models (typical example, $N=3600, M=16 \times 25 \times 8=3200 ; N_{\text {NLCG }}=82, t_{\text {cpu }}=200 \mathrm{~s}$; a model with the conductivity contrast of 33 ). For the last few inversion iterations a rigorous (rather than approximate) IE forward modeling code was used. This time, the type of computer used for the calculations is not referred to.

Using the Gauss-Newton iterative approach with smoothness regularization, Siripunvaraporn et al. (2004b), however, managed to reformulate the inverse problem for the data space so as to solve the $N \times N$ normal system of linear equations instead of the traditional $M \times M$ normal system. In many cases, when $N \ll M$, it may reduce the computational loads significantly.

They successfully inverted a synthetic 3-D MT dataset $(N=1440$, $M=28 \times 28 \times 21=16464 ; N_{\mathrm{GN}}=5 ; t_{\mathrm{cpu}}=84 \mathrm{~h}$ on a Dec 666 MHz computer with 1 Gbyte of RAM). Also they applied the data space approach for inverting an experimental 3-D network-MT dataset (Siripunvaraporn et al., 2004a).

Sasaki (2001) applied the Gauss-Newton iteration with smoothness regularization in the model space to invert synthetic controlled-source 3-D EM datasets. Typical computational loads in this study are, $N=210, M=7 \times 5 \times$ $5=175 ; N_{\mathrm{GN}}=3 ; t_{\mathrm{cpu}}=25 \mathrm{~h}$ on a Pentium II PC. As I mentioned above, with $M=175$ the problem is severely under parameterised, and this computational approach may hardly satisfy the practical needs for inverting the huge datasets of regular airborne EM surveys. Sasaki (2004) also developed a solution of the 3-D MT inverse problem again based on the Gauss-Newton iteration with smoothness regularization in model space solving simultaneously for both conductivities and static shift parameters. The diagonal entries of the impedance are not included into inversion. Also to save computational time the sensitivity matrices are computed at only a limited number of iterations (practically only at two iterations). He tested the solution on a synthetic dataset and a real dataset for a geothermal exploration. Respective computational loads in this study are, $N=3600, M=10 \times 10 \times$ $11=1100 ; \quad N_{\mathrm{GN}}=7 ; \quad t_{\mathrm{cpu}}=7 \mathrm{~h}$ and $N=3300, \quad M=26 \times 8 \times 13=2704$; $N_{\mathrm{GN}}=7 ; t_{\mathrm{cpu}}=24 \mathrm{~h}$ on a $2.53-\mathrm{GHz}$ Pentium 4 PC . Another example of the application Sasaki's solution to geothermal 3-D MT exploration is given in Uchida and Sasaki (2003); $\left(N=6900, M=18 \times 15 \times 14=3780 ; N_{\mathrm{GN}}=8\right)$.

Varentsov (2002) applied the Gauss-Newton iteration with various regularizations in the model space to invert a synthetic 3-D MT dataset ( $N=1176, M=14$ with one finite function describing a 3-D anomaly; $N_{\mathrm{GN}}=15 ; t_{\mathrm{cpu}}=30 \mathrm{~min}$ on a $450-\mathrm{MHz}$ Pentium II PC).

### 3.4 Constrained Optimisation

Constrained optimisation methods for the solution of 3-D EM inverse problem are now underway. With these methods the forward problem and the inverse problem are solved simultaneously in one iterative process (Haber et al., 2000b). These authors mention that the forward problem does not have to be solved exactly until the very end of the optimisation process. In other words, at the first steps of the iterative inversion procedure, it is sufficient to solve the forward problem approximately. The first promising results based on such a method (so-called all-at-once approach) were demonstrated by Haber et al. (2004). They successfully inverted a synthetic CSAMT dataset $(N=3080, M=64 \times 50 \times 30=96000)$, as well as a synthetic time-domain dataset $(N=4320, M=40 \times 40 \times 32=51200)$ where receivers are put in boreholes and a transmitting square loop is put on the surface. The computational loads enabled are not referred to.

The simple idea that lies behind the all-at-once approach is that it is not necessary to solve the forward problem accurately while the misfit $\varphi_{d}$ of Equation (5) is still relatively large. Obviously, this consideration does not depend on the method selected for solution of the forward problem. The method may be equally either FD, FE or IE approach. For instance, with an IE approach, to get the accuracy of the forward problem solution that is required at the initial steps of inversion, one can terminate the solution iteration after the few first iterations. However, it is important not to be overoptimistic with this approach and to understand that at the late stage of inversion the proper inversion algorithm still must include a rigorous forward problem solution. As previously mentioned, Zhdanov and Golubev (2003) and Zhdanov and Tolstaya (2004) assert that they successfully applied such an approach for inversion of magnetotelluric data.

### 3.5 Global Induction Studies

3-D EM inversion for spherical earth models is still a subject for future investigations. At present, only one publication exists on the topic (Schultz and Pritchard, 1999).

### 3.6 Static Limit

Several promising works on the numerical solution of the fully 3-D EM problem in the static limit (so-called dc regime) have been recently published. Haber (2005) presented a comparison between various Gauss-Newton modifications and quasi-Newton (QN) solution for large-scale dc resistivity surveys (synthetic dataset, $N=65536, M=65^{3}=274625$ ). The QN inversion in total required only 92 solutions of the forward problem with $t_{\mathrm{cpu}}=1 \mathrm{~h}$ for each. The reason for such speed is that in his study the matrix $J$ is approximated by a low rank matrix. Abubakar et al. (2001) presented the results based on the contrast source inversion (CSI) method for electrode logging in a deviated well with invasion (typical example, $N=210, M=1470$; $N_{\text {csi }}=1024 ; t_{\mathrm{cpu}}=4 \mathrm{~h}$ on a $200-\mathrm{MHz}$ Pentium PC). Abubakar and van der Berg (2000) inverted the cross-well electrical logging synthetic dataset (loads typically are, $N=448, M=28 \times 28 \times 28=21952 ; N_{\mathrm{csi}}=254 ; t_{\mathrm{cpu}}=30 \mathrm{~h}$ on a $400-\mathrm{MHz}$ Pentium PC.)

### 3.7 Conclusion

As correctly stated by Newman et al. (2003), even with the recent advancements in 3D EM inversion, nonuniqueness and solution uncertainty issues remain a formidable problem.

I would like to conclude this review with the following general remark. The most important challenge that faces the EM community today is to
convince software developers to put their 3-D EM forward and inverse solutions into the public domain, at least after some time. This would have a strong impact on the whole subject and the developers would benefit from feedback regarding the real needs of the end-users.

Time constraints have not allowed me to mention all important work on 3-D EM modelling and inversion, conducted by my colleagues. I apologize for this and hope that you all understand.
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## Appendix A. Krylov Subspace Methods

Let me first recall a couple of important notions from the theory of linear operators (Greenbaum, 1997). In general, a linear operator/matrix $A: H \rightarrow$ $H$ is called Hermitian if the equality

$$
\begin{equation*}
(u, A v)=(A u, v) \tag{A.1}
\end{equation*}
$$

holds for any $u, v \in H$, where $H$ is the Hilbert linear space with an inner product $(\cdot, \cdot)$. There are many ways to define this inner product. In particular, for complex-valued vectors $u, v$ it can be defined as

$$
\begin{equation*}
(u, v)=\bar{u}^{\mathrm{T}} v=\sum_{l} \bar{u}_{l} v_{l}, \tag{A.2}
\end{equation*}
$$

where superscript T means transpose, and $\bar{u}$ means complex conjugate of $u$. Note that whether the matrix $A$ is Hermitian, or not, depends entirely on the definition of the inner product. From Equations (A.1) and (A.2) it follows that

$$
\begin{equation*}
A^{\mathrm{T}}=\bar{A}, \tag{A.3}
\end{equation*}
$$

for any Hermitian matrix $A$. If $A^{\mathrm{T}}=A$ then the matrix $A$ is called symmetric.

Since the work of Hestenes and Stiefel (1952) and Lanczos (1952) for solving linear systems $A \cdot x=b$, as given in Equation (3), the Krylov subspace methods such as those of Lanczos, Arnoldi, conjugate gradients, GMRES, CGS, QMR, and an alphabet soup of them are commonly applied (O'Leary, 1996). Krylov subspace methods generate successive approximations $x^{(1)}$, $x^{(2)}, \ldots$, so that

$$
\begin{equation*}
x^{(m)} \in x^{(0)}+\operatorname{span}\left\{r^{(0)}, A \cdot r^{(0)}, \ldots, A^{(m-1)} \cdot r^{(0)}\right\}, \tag{A.4}
\end{equation*}
$$

where $x^{(0)}$ is an initial guess, and $r^{(0)}=b-A \cdot x^{(0)}$ is the initial residual. The linear space span $\left\{r^{(0)}, A \cdot r^{(0)}, \ldots, A^{(m-1)} \cdot r^{(0)}\right\}$ is usually referred to as a Krylov subspace of size $m$, generated by $A$ and $r^{(0)}$. As a matter of fact, the Krylov subspace methods use several, say $k$, previous approximations $x^{(m-1)}, x^{(m-2)}, \ldots, x^{(m-k)}$ to generate the $m$ th approximation $x^{(m)}$ (so-called $k$-terms recurrence). While the methods of choice and convergence analysis for Hermitian matrices $A$ are well known (e.g. an algorithm that generates optimal approximations is MINRES by Paige and Sounders (1974)), the methods for non-Hermitian matrices $A$ (that is our case) are not so well developed (Greenbaum, 1997). Aforementioned optimal approximations are the approximations $x^{(m)}$ whose residuals, $r^{(m)}=b-A \cdot x^{(m)}$, have the smallest Euclidean norm, $\left\|r^{(m)}\right\|=\sqrt{\sum_{i} r_{i}^{(m)^{2}}}$. Faber and Manteuffel (1984) proved that for most of the non-Hermitian matrices $A$ there is no short-term recurrence to generate the optimal approximations, and so work and storage must grow linearly with the iteration count, $m$. Indeed, the GMRES method by Saad and Schultz (1986) finds the optimal approximations, at the cost of additional work and storage, while other non-Hermitian Krylov methods (BSG, CGS, QMR, BiCGSTAB, GPBiCG, restarted GMRES, hybrid GMRES, etc.) that use short-term recurrence (and so they can be implemented with relatively low work and storage) generate nonoptimal approximations. Besides, these short-term recurrence methods usually have rather irregular convergence behaviour with oscillations and peaks of the residual.

## Appendix B. Preconditioning the Systems of Linear Equations

Again let me first recall some definitions (Greenbaum, 1997). Matrix $A$ is well conditioned if its condition number

$$
\begin{equation*}
\kappa(A)=\|A\| \cdot\left\|A^{-1}\right\| \tag{B.1}
\end{equation*}
$$

is relatively small. Here $A^{-1}$ is the inverse matrix, and $\|A\|=\max \frac{\|A u\|}{\|u\|}$, where $\|u\|=\sqrt{(u, u)}$. If $\kappa(A)$ is relatively large, matrix $A$ is ${ }^{u}$ poorly conditioned. In order to get a faster solution of a system of linear equations

$$
\begin{equation*}
A \cdot x=b \tag{B.2}
\end{equation*}
$$

by a Krylov subspace method one can transform the original system given in Equation (B.2) to a preconditioned form, as

$$
\begin{equation*}
\left(A M^{-1}\right) \cdot y=b \tag{B.3}
\end{equation*}
$$

where $y=M \cdot x$ is the vector of modified unknowns and $M^{-1}$ is the inverse of $M$. When the modified system (B.3) is eventually solved to give an approximate solution $\tilde{y}$, the solution $\tilde{x}$ of the original system (B.2) is resolved from the following system of linear equations $M \cdot \tilde{x}=\tilde{y}$. Matrix $M$ in Equation (B.3) is called the (right-)preconditioner, and, in general, it is sought so that the matrix $A M^{-1}$ turns out to be as close as possible to the identity matrix. In other words, it is desirable to choose preconditioner $M$ so that the modified system (B.3) is better preconditioned than the original system (B.2). In the terms of condition numbers this requirement is expressed as

$$
\begin{equation*}
1 \approx \kappa\left(A M^{-1}\right) \ll \kappa(A) \tag{B.4}
\end{equation*}
$$

If $M$ is equal to the main diagonal of $A, M$ is called the Jacobi preconditioner. If $A$ is decomposed as $A=A_{1}+A_{2}$, where $A_{1}$ in some way dominates over $A_{2}$, then $=A_{1}$ can be used as a preconditioner. In this case the preconditioned system is

$$
\begin{equation*}
\left(1+A_{2} A_{1}^{-1}\right) \cdot y=b \tag{B.5}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{1} \cdot x=y \tag{B.6}
\end{equation*}
$$

The preconditioning as given in Equation (B.5) is typically applied to precondition the EM problems in the static limit.

## Appendix C. Nonlinear Optimisation for EM Problems

Let me consider here an unconstrained optimization (Nocedal and Wright, 1999) of a Tikhonov-type regularized functional (Tikhonov and Arsenin, 1977) of the form

$$
\begin{equation*}
\varphi=\frac{1}{2}\left\|d^{\mathrm{obs}}-F(m)\right\|^{2}+\lambda \cdot R\left(m, m^{\mathrm{ref}}\right) \underset{m, \lambda}{\longrightarrow} \min \tag{C.1}
\end{equation*}
$$

where $d^{\mathrm{obs}}=\left(d_{1}^{\mathrm{obs}}, \ldots, d_{N}^{\mathrm{obs}}\right)^{\mathrm{T}}$ is the complex-valued vector that comprises the observed data values, and forward problem $F(m)$ nonlinearly maps the model space of real-valued vectors $m=\left(m_{1}, \ldots, m_{M}\right)^{\mathrm{T}}$ to the space of the predicted
complex-valued data $d$. In Equation (C.1) $m^{\text {ref }}$ is the reference model and $\lambda(\lambda>0)$ is the regularization parameter that trades off between the data misfit $\varphi_{d}=\frac{1}{2}\left\|d^{\mathrm{obs}}-F(m)\right\|^{2}$ and model smoothness $R\left(m, m^{\text {ref }}\right)$. It may happen that a suitable value of $\lambda$ may be chosen with the GCV and L-curve criteria (see Farquharson and Oldenburg, 2004 for details), or the Akaike's Bayesian information criterion (Mitsuhata et al., 2002). A typical choice of $R\left(m, m^{\text {ref }}\right)$ is

$$
\begin{equation*}
R\left(m, m^{\mathrm{ref}}\right)=\frac{1}{2}\left\|W\left(m-m^{\mathrm{ref}}\right)\right\|^{2} \tag{C.2}
\end{equation*}
$$

where $W$ is a real $M \times M$ smoothing matrix (Newman and Hoversten, 2000, among others). The norm $\|u\|^{2}=(u, u)_{2}$ given in Equations (C.1), (C.2) is induced by the $L_{2}$ inner product

$$
\begin{equation*}
(u, v)_{2}=\int \bar{u} v d V . \tag{C.3}
\end{equation*}
$$

The finite dimensional form of Equation (C.3) is $\|u\|^{2}=\bar{u}^{\mathrm{T}} u=\sum_{k=1}^{N} \overline{u_{i}} u_{i}$, where the upper bar means the complex conjugate, and superscript T stands for the transpose (cf. Equation (A.2) of Appendix A).

For what follows, it is better to rewrite Equation (C.1) as

$$
\begin{equation*}
\varphi=\frac{1}{2}\left(d^{\mathrm{obs}}-F(m), d^{\mathrm{obs}}-F(m)\right)_{2}+\lambda \cdot R\left(m, m^{\mathrm{ref}}\right) \underset{m, \lambda}{\longrightarrow} \min . \tag{C.4}
\end{equation*}
$$

The necessary conditions to minimize functional (C.4) is delivered by its stationary points

$$
\begin{equation*}
g=\frac{\partial \varphi}{\partial m}=\left(\frac{\partial \varphi}{\partial m_{1}}, \ldots, \frac{\partial \varphi}{\partial m_{M}}\right)^{\mathrm{T}}=0 . \tag{C.5}
\end{equation*}
$$

From Equation (C.4) and after some algebra, the gradient $g=\frac{\partial \varphi}{\partial m}$ can be found as

$$
\begin{equation*}
g=-\operatorname{Re}\left(d^{\mathrm{obs}}-F(m), \frac{\partial F(m)}{\partial m}\right)_{2}+\lambda \cdot \frac{\partial R}{\partial m}=\operatorname{Re}\left\{J^{\mathrm{T}}\left(\bar{F}-\overline{d^{\mathrm{obs}}}\right)\right\}+\lambda \frac{\partial R}{\partial m}, \tag{C.6}
\end{equation*}
$$

where $J^{\mathrm{T}}(m)$ is the transpose of the sensitivity matrix

$$
J(m)=\left(\begin{array}{ccc}
\frac{\partial F_{1}}{\partial m_{1}} & \cdots & \frac{\partial F_{1}}{\partial m_{M}}  \tag{C.7}\\
\frac{\partial F_{N}}{\partial m_{1}} & \cdots & \frac{\partial F_{N}}{\partial m_{M}}
\end{array}\right),
$$

and where Re refers to the real part of the complex argument. Combining Equations (C.5) and (C.6) yields
$-\operatorname{Re}\left(d^{\mathrm{obs}}-F(m), \frac{\partial F(m)}{\partial m}\right)_{2}+\lambda \cdot \frac{\partial R}{\partial m}=\operatorname{Re}\left\{J^{\mathrm{T}}\left(\bar{F}-\overline{d^{\mathrm{obs}}}\right)\right\}+\lambda \frac{\partial R}{\partial m}=0 .(C .8)$

## C. 1 Newton Method

The general technique to minimize the functional (C.1) is to use Newton's method for solving the nonlinear system of equations (C.8) (Dennis and Schnabel, 1996). Given $i$ th Newton's approximation $m^{(i)}$, the next approximation $m^{(i+1)}$ is sought to satisfy the following

$$
\begin{equation*}
H^{(i)} \cdot m^{(i+1)}=H^{(i)} \cdot m^{(i)}-g^{(i)} \tag{C.9}
\end{equation*}
$$

where $g^{(i)}=\frac{\partial \varphi}{\partial m}\left(m^{(i)}\right)$ and $H^{(i)}=\frac{\partial^{2} \varphi}{\partial m^{2}}\left(m^{(i)}\right)$ are the gradient and Hessian both determined at $m=m^{(i)}$, respectively. The Hessian $M \times M$ matrix

$$
H=\frac{\partial^{2} \varphi}{\partial m^{2}}=\left(\begin{array}{ccc}
\frac{\partial^{2} \varphi}{\partial m_{1} \partial m_{1}} & \cdots & \frac{\partial^{2} \varphi}{\partial m_{1} \partial m_{M}}  \tag{C.10}\\
\frac{\partial^{2} \dot{\varphi}}{\partial m_{M} \partial m_{1}} & \cdots & \frac{\ddot{\partial^{2}} \dot{\varphi}}{\partial m_{M} \partial m_{M}}
\end{array}\right)
$$

is derived from Equation (C.4) in the following form

$$
\begin{gather*}
H=\operatorname{Re}\left\{\left(\frac{\partial F(m)}{\partial m}, \frac{\partial F(m)}{\partial m}\right)_{2}-\left(d^{\mathrm{obs}}-F(m), \frac{\partial^{2} F(m)}{\partial m^{2}}\right)_{2}\right\}+\lambda \cdot \frac{\partial^{2} R}{\partial m^{2}}  \tag{C.11}\\
=\operatorname{Re}\left\{\bar{J}^{\mathrm{T}} J+\frac{\partial^{2} F}{\partial m^{2}}\left(\bar{F}-\overline{d^{\mathrm{obs}}}\right)\right\}+\lambda \frac{\partial^{2} R}{\partial m^{2}}
\end{gather*}
$$

where it is also assumed that $\left\{\left(\frac{\partial^{2} f}{\partial m^{2}}\right) g\right\}_{i, j}=\sum_{k=1}^{N} \frac{\partial^{2} f_{k}}{\partial m_{i} \partial m_{j}} g_{k}$. For 3-D electromagnetic problems the gradient $g^{(i)}$ and Hessian $H^{(i)}$ need not be computed explicitly (see Appendix D). Note that

$$
\begin{align*}
& \frac{\partial R}{\partial m}=W^{\mathrm{T}} W\left(m-m^{\mathrm{ref}}\right)  \tag{C.12}\\
& \frac{\partial^{2} R}{\partial m^{2}}=W^{\mathrm{T}} W \tag{C.13}
\end{align*}
$$

when $R\left(m, m^{\text {ref }}\right)$ is as given in Equation (C.2). Substitution of Equations (C.6), (C.11)-(C.13) into Equation (C.9) yields Newton's iteration

$$
\begin{align*}
{\left[\operatorname { R e } \left\{\bar{J}^{\mathrm{T}} J+\frac{\partial^{2} F}{\partial m^{2}}(\bar{F}\right.\right.} & \left.\left.\left.-\overline{d^{\mathrm{obs}}}\right)\right\}+\lambda W^{\mathrm{T}} W\right] \cdot \delta m^{(i)}  \tag{C.14}\\
& =-\operatorname{Re}\left\{J^{\mathrm{T}}\left(\bar{F}-\overline{d^{\mathrm{obs}}}\right)\right\}-\lambda W^{\mathrm{T}} W\left(m^{(i)}-m^{\mathrm{ref}}\right)
\end{align*}
$$

for the model update $\delta m^{(i)}=m^{(i+1)}-m^{(i)}$.

The main advantage of Newton's method is its fast local convergence. The drawbacks are that, (1) it does not guarantee that the generated sequence $m^{(i)}$ converges to a solution of Equation (C.1), (2) it may converge locally, and (3) it does not necessarily monotonically decrease the functional of Equation (C.1). However, if the Hessian $H\left(m^{(i)}\right)$ is positive definite, then the update $\delta m^{(i)}$ of Equation (C.14) is a descent direction, since $g^{(i) \mathrm{T}} \delta m^{(i)}=-g^{(i) T}$ $\left(H^{(i)}\right)^{-1} g^{(i)}<0$. In this case, to proceed to a global minimum a linear search method may be incorporated as $m^{(i+1)}=m^{(i)}-\alpha^{(i)} \delta m^{(i)}$, where the stepsize $\alpha^{(i)}$ is such that $\varphi\left(m^{(i)}+\alpha^{(i)} \delta m^{(i)}\right)=\min _{\alpha} \varphi\left(m^{(i)}+\alpha \delta m^{(i)}\right)$.

There are several modifications of Newton's method.

## C. 2 Gauss-Newton Method

If the second-derivatives are discarded in Equation (C.14), one gets the Gauss-Newton iterative method

$$
\begin{equation*}
\left[\operatorname{Re}\left\{\bar{J}^{\mathrm{T}} J\right\}+\lambda W^{\mathrm{T}} W\right] \cdot \delta m^{(i)}=-\operatorname{Re}\left\{J^{\mathrm{T}}\left(\bar{F}-\overline{d^{\mathrm{obs}}}\right)\right\}-\lambda W^{\mathrm{T}} W\left(m^{(i)}-m^{\mathrm{ref}}\right) . \tag{C.15}
\end{equation*}
$$

As was correctly mentioned by Haber et al. (2000a), the Gauss-Newton approximation (C.15) is widely used because calculation of the secondderivatives $\frac{\partial^{2} F}{\partial m^{2}}$ is commonly considered prohibitively expensive. For 3D EM problems the first attempt to quantitatively compare the convergence rates of the full Newton and Gauss-Newton iterations has been undertaken by Haber et al. (2000a). Those authors demonstrated that a full Newton step does not cost much more than a Gauss-Newton step.

For 3-D large-scale problems (which is our case) forming the Hessian matrix and directly resolving the model update $\delta m^{(i)}$ via Equation (C.9) (given in whatever form of (C.14) or (C.15)) is computationally prohibitive. For this reason the system of linear equations (C.9) is usually solved by a Krylov subspace method that requires only a sequence of relatively inexpensive matrix-vector products involving that Hessian (see Appendix A). Besides, since the Hessian matrix $H^{(i)}$ of Equation (C.9) is real symmetric and positive definite, the method of choice for solving the system (C.9) is clearly the conjugate gradient (CG) method, which is commonly used for such problems. This combination of Newton's and CG methods is usually referred as the Newton-Krylov/CG method for solving nonlinear inverse problems (Newman and Hoversten, 2000).

However, sometimes the CG-solution of the linear system (C.9) may still be computationally expensive. In order to avoid such an expensive procedure it is advantageous to solve the system (C.9) by a quasi-Newton method.

## C. 3 Quasi-Newton Method

In Newton's method, the system (C.9) is CG-solved at each step to generate a model update $\delta m^{(i)}=-\left(H^{(i)}\right)^{-1} g^{(i)}$. However, as mentioned above, for large-scale problems it may be prohibitively expensive. The quasiNewton method allows us to circumvent this difficulty by iteratively generating matrices $G^{(i)}$ that replace the inverses of the Hessian $\left(H^{(i)}\right)^{-1}$ so that

$$
\begin{equation*}
\delta m^{(i)}=-G^{(i)} g^{(i)} . \tag{C.16}
\end{equation*}
$$

Matrices $G^{(i)}$ are updated recursively as (Broyden, 1969)

$$
\begin{equation*}
G^{(i)}=G^{(i-1)}+a^{(i-1)} u^{(i-1)}\left(u^{(i-1)}\right)^{\mathrm{T}}, \tag{C.17}
\end{equation*}
$$

where $\quad u^{(i-1)}=\delta m^{(i-1)}-G^{(i-1)} \quad \delta g^{(i-1)}, \quad a^{(i-1)}=\left(u^{(i-1)}\right)^{\mathrm{T}} \quad \delta g^{(i-1)}, \quad \delta g^{(i-1)}$ $=g^{(i)}-g^{(i-1)}$, and $G^{(0)}=1$. Matrices $G^{(i)}$ satisfy quasi-Newton condition

$$
\begin{equation*}
\delta m^{(i-1)}=G^{(i)} \delta g^{(i-1)} . \tag{C.18}
\end{equation*}
$$

Thus, this quasi-Newton method requires us to calculate, and possibly to store, the gradients $g^{(i)}$ and update vectors $u^{(i)}$ only.

Alternative ways to recursively calculate matrices $G^{(i)}$ are delivered by the DFP, BFGS or L-BFGS methods (Nocedal and Wright, 1999). All these quasi-Newton methods retain the fast local convergence of Newton's method, although they are slower.

As it was advocated by Haber (2005), in the quasi-Newton approach it is sometimes more effective to approximate the Hessian only in the part that relates directly to the data misfit, rather than the full Hessian.

## C. 4 Nonlinear Conjugate Gradient Method (NLCG)

This is another method for minimization of the functional (C.1) that also avoids calculation of the Hessian matrices. Originally, it was proposed by Fletcher and Reeves (1964) for nonlinear optimization, and later improved by Polak and Ribiere (1969). At each NLCG step, updating the approximate solution $m^{(i)} \rightarrow m^{(i+1)}$ requires (1) calculation and storage of gradients $g^{(i)}$ and $g^{(i-1)}$ for updating the search direction $d^{(i-1)} \rightarrow d^{(i)}$, and (2) a linear search along the search direction $d^{(i)}$. Due to its apparent simplicity this method has gained popularity in the EM community as the method of choice for solving large-scale inverse problems (Rodi and Mackie, 2000; Newman and Alumbaugh, 2000; Newman and Boggs, 2004).

Still the merits of the NLCG method over the Newton's methods are questionable.

## Appendix D. Calculation of the Gradient and Sensitivities

Let me demonstrate how the gradient $g=\frac{\partial}{\partial m} \varphi$ given in Equation (C.6) can be directly calculated for the price of two forward modellings only (Romanov and Kabanikhin, 1994; Dorn et al., 1999; among others).

Rewrite Maxwell's equations (1) in operator form as

$$
\begin{equation*}
\mathcal{B}(m) \mathbf{E}^{\mathrm{s}}=\mathbf{j}^{\mathrm{s}}(m), \tag{D.1}
\end{equation*}
$$

where $m=\log (\sigma)$ is the $\log$ conductivity and the partial differential equation (PDE) $\mathcal{B}(m)$ operator is

$$
\begin{equation*}
\mathcal{B}(m)=-10^{m}+\nabla \times \frac{\mu^{-1}}{i \omega} \nabla \times . \tag{D.2}
\end{equation*}
$$

For what follows, I also need to consider the adjoint Maxwell's PDE

$$
\begin{equation*}
\mathcal{B}^{*}(m) \mathbf{u}=\mathbf{v}, \tag{D.3}
\end{equation*}
$$

where $\mathcal{B}^{*}(m)$ is an adjoint operator, which, by definition, must satisfy the following

$$
\begin{equation*}
(\mathcal{B}(m) \mathbf{u}, \mathbf{v})_{2}=\left(\mathbf{u}, \mathcal{B}^{*}(m) \mathbf{v}\right)_{2} \tag{D.4}
\end{equation*}
$$

for any complex-valued vectors $\mathbf{u}, \mathbf{v}$. Brackets in Equation (D.4) represent the $L_{2}$ inner product $(\mathbf{u}, \mathbf{v})_{2}=\int \overline{\mathbf{u}}^{\mathrm{T}} \mathbf{v} d V$ where the volume integration is over the entire Cartesian space. From Equations (D.2), (D.4) it is easy to show that

$$
\begin{equation*}
\mathcal{B}^{*}(m)=-10^{\bar{m}}-\nabla \times \frac{\bar{\mu}^{-1}}{i \omega} \nabla \times, \tag{D.5}
\end{equation*}
$$

where, as usual, the upper bar means the complex conjugate and superscript T stands for the transpose. Comparing Equations (D.2) and (D.5), one can conclude that $\overline{\mathcal{B}^{*}}=\mathcal{B}$. This means that Equation (D.3) can be solved using the same solver as used for solving Equation (D.1).

Further, from Equation (C.6) it follows that

$$
\begin{equation*}
g=\frac{\partial}{\partial m} \varphi=\operatorname{Re}\left\{\left(F-d^{\mathrm{obs}}, \frac{\partial}{\partial m} F\right)_{2}\right\}+\lambda \frac{\partial}{\partial m} R \tag{D.6}
\end{equation*}
$$

where

$$
\begin{equation*}
F(m)=\mathcal{Q} \cdot \mathbf{E}(\sigma), \tag{D.7}
\end{equation*}
$$

is the predicted data and where $\mathcal{Q}$ is an integral, differential or interpolation linear operator, which maps the electric field $\mathbf{E}$ to $F(m)$. An explicit form of $\mathcal{Q}$ depends on the type of inverse problem under consideration. What is important for us now is that $\mathcal{Q}$ does not depend on $m$, and so

$$
\begin{equation*}
\frac{\partial}{\partial m} F=\mathcal{Q} \cdot \frac{\partial \mathbf{E}^{s}}{\partial m} \tag{D.8}
\end{equation*}
$$

From Equation (D.1) it follows that

$$
\begin{equation*}
\frac{\partial \mathbf{E}^{\mathrm{s}}}{\partial m}=\mathcal{B}^{-1}\left(\frac{\partial \mathbf{j}^{\mathrm{s}}}{\partial m}-\frac{\partial \mathcal{B}}{\partial m} \mathbf{E}^{\mathrm{s}}\right) \tag{D.9}
\end{equation*}
$$

Substituting Equation (D.9) into Equation (D.8) yields

$$
\begin{equation*}
\frac{\partial}{\partial m} F=\mathcal{Q} \cdot \mathcal{B}^{-1}\left(-\frac{\partial \mathcal{B}}{\partial m} \mathbf{E}^{\mathrm{s}}+\frac{\partial \mathbf{j}^{\mathrm{s}}}{\partial m}\right) \tag{D.10}
\end{equation*}
$$

## D. 1 Sensitivities

To calculate sensitivities $J=\frac{\partial}{\partial m} F$ one can first solve $M$ forward problems of the form

$$
\begin{equation*}
\mathcal{B} \frac{\partial \mathbf{E}^{\mathrm{s}}}{\partial m_{j}}=\frac{\partial \mathbf{j}^{\mathrm{s}}}{\partial m_{j}}-\frac{\partial \mathcal{B}}{\partial m_{j}} \mathbf{E}^{\mathrm{s}} \quad(j=1, \ldots, M) \tag{D.11}
\end{equation*}
$$

(with respect to $\frac{\partial \mathbf{E}^{s}}{\partial m_{j}}$ ) and substitute the result into Equation (D.8). Alternatively, letting $\mathcal{B}$ now represent the matrix of the operator, one can solve $N$ adjoint problems of the form

$$
\begin{equation*}
\mathcal{B}^{\mathrm{T}} \cdot \mathcal{V}=\mathcal{Q}^{\mathrm{T}} \tag{D.12}
\end{equation*}
$$

(with respect to columns of the $M \times N$ matrix $\mathcal{V}$ ) and then obtain the sensitivities as (cf. Rodi and Mackie, 2000)

$$
\begin{equation*}
J=\mathcal{V}^{\mathrm{T}}\left(-\frac{\partial \mathcal{B}}{\partial m} \mathbf{E}^{\mathrm{s}}+\frac{\partial \mathbf{j}^{\mathrm{s}}}{\partial m}\right) \tag{D.13}
\end{equation*}
$$

## D. 2 GRADIENT

Substituting Equation (D.10) in Equation (D.6) one can obtain

$$
\begin{align*}
g & =\frac{\partial}{\partial m} \varphi=\operatorname{Re}\left\{\left(F-d^{\mathrm{obs}}, \mathcal{Q} \cdot \mathcal{B}^{-1}\left(-\frac{\partial \mathcal{B}}{\partial m} \mathbf{E}^{\mathrm{s}}+\frac{\partial \mathbf{j}^{\mathrm{s}}}{\partial m}\right)\right)_{2}\right\}+\lambda \frac{\partial}{\partial m} R \\
& =\operatorname{Re}\left\{\left(\mathcal{B}^{*-1} \mathcal{Q}^{*}\left(F-d^{\mathrm{obs}}\right),-\frac{\partial \mathcal{B}}{\partial m} \mathbf{E}^{\mathrm{s}}+\frac{\partial \mathbf{j}^{\mathrm{s}}}{\partial m}\right)_{2}\right\}+\lambda \frac{\partial}{\partial m} R \tag{D.14}
\end{align*}
$$

Here Equation (D.4) and the well-known property of adjoint operators, $\mathcal{B}^{*^{-1}}=\mathcal{B}^{-1^{*}}$, were used. From Equation (D.14) it is seen that

$$
\begin{equation*}
g=\operatorname{Re}\left\{\left(\mathbf{U}, \frac{\partial \mathbf{j}^{\mathbf{s}}}{\partial m}-\frac{\partial \mathcal{B}}{\partial m} \mathbf{E}^{\mathbf{s}}\right)_{2}\right\}+\lambda \frac{\partial}{\partial m} R \tag{D.15}
\end{equation*}
$$

where vector $\mathbf{U}$ is a solution of the adjoint equation

$$
\begin{equation*}
\mathcal{B}^{*} \mathbf{U}=\mathcal{Q}^{*}\left(F-d^{\mathrm{obs}}\right) . \tag{D.16}
\end{equation*}
$$

It is clear, however, that the most cumbersome calculations that are presented in Equation (D.15) are those of $\mathbf{U}$ and $\mathbf{E}^{\mathrm{s}}$, since $\frac{\partial \mathcal{B}}{\partial m}, \frac{\partial \mathrm{j}}{\partial m}$ and $\frac{\partial}{\partial m} R$ can be calculated analytically. Thus, computational loads to calculate the full gradient $g=\frac{\partial}{\partial m} \varphi$ are nearly the same as those for one solution of the original forward problem (to get $\mathbf{E}^{\mathrm{s}}$ ) and one solution of the adjoint forward problem (to get $\mathbf{U}$ ).
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