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Abstract. The simultaneous nature of array data can be exploited in electromagnetic induction
studies for three general purposes. First, one or more reference sites can be used to reduce bias,
improve signal-to-noise ratios, and provide better control over source complications and coherent
noise in estimates of MT impedances and other EM transfer functions (TFs). Although a single
good reference site can dramatically improve TF estimates, improvements due to multiple sites are
often rather modest, because local noise is the limiting factor. Secondly, arrays allow for estimation
of inter-station transfer functions, and maps of anomalous horizontal field variations. Relatively
straightforward modifications to inversion codes would allow quantitative interpretation of these ad-
ditional constraints on resistivity variations. Finally, with arrays it is possible to estimate the response
of the Earth to a richer spectrum of external source excitations. In particular, the natural extension to
the usual uniform source assumption implicit in the MT method allows for three curl-free magnetic
gradient sources. Quantitative interpretation of the response of a three-dimensional Earth to these
sources could provide additional constraints on large scale variations in crustal and upper mantle
resistivity, and might help to overcome problems due to aliasing of near surface distortion in widely
spaced MT data.
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1. Introduction

Two dimensional arrays of magnetometers have made valuable contributions to
our understanding of both external magnetic variation fields, and the large scale
pattern of electrical resistivity in the crust and upper mantle. Use of the magneto-
variational (MV) approach by the induction community peaked in the late 1960’s
and 1970’s, after development of low cost three component magnetic variometers
(Gough and Reitzel, 1967). During this era a number of large two-dimensional
arrays of widely spaced instruments (often hundreds of km apart) were deployed
throughout the world. Reviews of these array experiments, with discussion of their
contribution to our understanding of the the solid Earth are provided by Gough
(1973), Frazer (1974), Gough (1983), Gough and Ingham (1983), Alabi (1983), and
Gough (1989). The EMSLAB array (Gough et al. 1989; Figure 1) is an example
of one of the largest of these arrays, which we will consider in some detail in
our discussion. With the MV approach anomalous concentrations of currents are
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Figure 1. EMSLAB Juan de Fuca array (after Gough et al., 1989).

detected by reversals of the vertical component, and local enhancements of hori-
zontal components, of the magnetic variation fields. Because the inversion of MV
data for crustal and upper mantle resistivities is highly non-unique, Gough (1989)
concluded that array studies were best used as a qualitative tool for mapping and
discovery, with more detailed follow up magnetotelluric (MT) surveys necessary
to image structures quantitatively.

Over the past 15 years the major advances in our understanding of large scale
resistivity variations in the crust and upper mantle have come from interpretation
of comparatively dense linear MT profiles across specific (generally elongated)
features of interest (e.g., Wannamaker et al., 1989; Jones and Craven, 1990; Chen
et al., 1997; Unsworth et al., 1997; Cerv et al., 1997; Fujinawa et al., 1997, among
many others). The MT method is based on the ratio of the electric to magnetic fields
at a single point. Thus, although interpretation of MT data in a two or three dimen-
sional environment certainly requires observations at arrays of locations, these data
need not be simultaneous. Transfer function methods allow “stacking” of data from
a number of time windows to estimate a uniform source, or plane wave, impedance
which is independent of time, and characteristic of only the location. For long
period MT data logistical considerations often dictate simultaneous collection of
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data at a small number of sites, but interpretation of this data ultimately does not
directly depend on simultaneity of the observations. Indeed, MT profiles are often
built up over a number of field seasons.

Single site approaches have also frequently been used for long period geomag-
netic depth sounding (GDS), where an equivalent 1-d MT impedance is computed
as a ratio of local magnetic field components (e.g., Schultz and Larsen, 1987; Bahr
and Filloux, 1989). All of these single site methods require assumptions about the
nature of external sources. For the case of MT, sources must be quasi-uniform (i.e.,
varying slowly over length scales exceeding the skin depth (Dmitriev and Berdi-
chevsky, 1979)). This assumption is relatively weak, and holds reasonably well
except perhaps at high latitudes and long periods (e.g., Garcia et al., 1997). For the
GDS approach lateral gradients of the magnetic fields are used in place of electric
fields, and to compute these from data at a single site very strong assumptions are
required about both the external sources and the underlying resistivity distribution.
In this case assumptions are much stronger, and only hold under some conditions
(e.g., simplified models for Sq such as used by Bahr and Filloux (1989) may be
workable on true solar quiet days for periods of one day and a few harmonics;
the P 0

1 source assumption holds for periods beyond about 5 days at mid-latitudes
(Banks, 1969; Schultz and Larsen, 1987)).

Although single site measurements have proven to be quite effective for EM
induction studies of crustal and mantle electrical structure, there are a number of
potential advantages to array approaches. Most obviously, arrays provide direct
constraints on the spatial structure of external sources. This was of course a ma-
jor motivation for deployment of two-dimensional arrays some three decades ago
when mapping of geomagnetic variations on the Earth’s surface (e.g., Bannister and
Gough, 1978) was still the best way to gain an understanding of ionospheric and
magnetospheric current sources. Although satellite observations now provide more
detailed in situ observations, magnetometer arrays continue to be useful for studies
of external magnetic variation sources (e.g., Chi and Russell, 1998). Through bet-
ter understanding of these sources we can improve processing and interpretation
of data for induction studies. Arrays may also be useful for understanding and
ameliorating the effects of cultural noise on MT soundings (e.g., Larsen et al.,
1996, Egbert, 1997; Ritter et al., 1998), and for reducing the effect of incoherent
noise (Egbert, 1997). In addition to providing better control over possible source
effects on local EM TFs, arrays can be used to map anomalous concentrations
of currents resulting from laterally heterogeneous resistivity. This can be accom-
plished directly through single event maps or magnetogram stacks (e.g., Gough and
Ingham, 1983), or indirectly through inter-station TFs (e.g., Beamish and Banks,
1983; Egbert and Booker, 1993). Simultaneous observations thus provide new in-
terpretation parameters. Fitting these with a formal inversion procedure, along with
more traditional single site parameters such as MT impedances and vertical field
TFs, can enhance resolution of some features. Finally, arrays allow interpretation
of a richer spatial spectrum of external sources. GDS methods rely on strong as-
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sumptions about the spatial structure of external sources. With an array of large
enough size spatial gradients of the magnetic fields can be directly estimated (e.g.,
Jones, 1980; Olsen, 1998), reducing the need to rely on a priori assumptions.

Advances in instrumentation have made deployment of large arrays of fully
digital MT systems feasible. The recent Baltic Electromagnetic Array Research
(BEAR) experiment (Korja et al., 2000) with 50 full MT systems, and an additional
20 permanent magnetic variometers covering the Fennoscandian shield (Figure 2),
provides a good example of the sort of large scale experiment that can now be
conducted. With all data digital and electric fields measured along with magnetic
variations, this array represents a significant advance relative to the large MV
arrays of the past. More generally, multi-channel wide-band MT data sets (with
arrays of several tens of dipoles and/or multiple remote sites) are now commonly
acquired during routine applied surveys. Given these developments, a review of
methods for processing and interpreting data from arrays of EM instruments seems
appropriate at this time. Rather than providing a comprehensive review of either
array experiments that have recently been completed, or of all methods that have
been proposed that make use of multiple sites, I provide an overview of some of
the important issues. As readers will discover, the overview is very much from the
perspective of the author, and I emphasize examples from my own work with arrays
in the Western US to illustrate the discussion. These include the EMSLAB array,
other three component MV arrays from the same area in the Northwestern US
(Egbert and Booker, 1993), and some small MT arrays from near the San Andreas
Fault south of San Francisco, California (Figure 3). Obviously most of the same
points could be made with examples from a large number of other arrays from
around the globe.

The focus throughout is on induction applications of arrays. Applications of
arrays to studies of source characteristics are not considered except insofar as they
impact induction studies. The paper is organized around the three general uses
of array data outlined above. First, in Section 2, I consider uses of array data to
improve estimates of local transfer functions such as MT impedances. I include in
this discussion remote reference processing which uses a very small (possibly only
two site) array, as well as methods based on larger arrays with multiple sites. In
Section 3, I consider uses of arrays to extend the usual local-site plane wave TFs
to include inter-station TFs, and hypothetical event analysis. Finally, in Section 4,
I consider how arrays can allow us to exploit induction by a richer spatial spectrum
of external sources for mapping resistivity variations in the Earth. This last area is
certainly the least developed, and possibly the most important. Large scale MT
arrays (e.g., the BEAR array of Figure 2) have stations spaced so widely that
aliasing of near surface features (which can distort MT data to arbitrarily long
periods) might be expected to result in significant depth uncertainties at even the
largest scales. New and more sophisticated processing and interpretation methods
for arrays may help to reduce this uncertainty, since multi-dimensional gradient
methods based on magnetic fields will not be distorted by near surface features in
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Figure 2. Baltic Electromagnetic Array Research (BEAR) MT and magnetometer array (BEAR
Working Group, personal communication, 2001).

the same way that the electric components are. In this last section the focus will be
on ideas for future developments, rather than a review of previous publications.

2. Multi-site Processing for Local TFs

2.1. REMOTE REFERENCE

Making the usual MT assumption that the external sources are spatially uniform,
and allowing for noise in the simplest way, electric and magnetic field components
at a single site are related in the frequency domain through a 2×2 transfer function
(TF)

e = Zh + ε, (1)
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Figure 3. Location map for three small (two-site) MT arrays south of San Francisco, California. Filled
circles: UC Berkeley SAO/PKD monitoring array (Egbert et al., 2000). Shaded diamonds: local (A)
and remote (B) sites from a MT survey near the site of the 1989 Ms 7.1 Loma Prieta earthquake
(Mackie and Madden, 1992). Crosses northeast of PKD: nearby local and remote sites from an MT
profile across the San Andreas Fault (Unsworth et al., 2000).

where ε represents noise. In the MT case the TF Z is generally referred to as the
impedance tensor. However (1), and all of the following discussion of estimation,
hold equally well for the case of vertical field and interstation TFs, so we use this
generic term TF in the following discussion. The frequency dependent TF Z(ω)

can be estimated quite simply by Fourier transforming the time series, and using
linear least squares (LS) to minimize the misfit to (1) over a series of time segments
(and/or nearby frequencies). The estimate can be written

Ẑ = 〈
eh∗〉 〈hh∗〉−1

, (2)

where the brackets denote averages, and the superscript asterisk the conjugate
transpose. It was recognized long ago (e.g., Sims et al., 1971) that noise in the pre-
dicting h channels would cause an over-estimate of the magnitude of the magnetic
field auto-power (the diagonal of

〈
hh∗〉), and hence a downward bias of impedance

amplitudes. Figure 4a gives an example of the sort of bias that is often seen in MT
data at periods of around 1–10 s or so, for a site near Parkfield, California (the
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Figure 4. Single site and remote reference TE and TM mode MT apparent resistivities and phases
for a site near Parkfield, California (crosses in Figure 3). (a) Single site estimates, showing a sharp
bias in amplitude and phase at a period of around 7 seconds. (b) Robust remote reference estimates
are severely degraded by noise in the remote channels. (c) Processing the same data set with an
alternative robust remote reference scheme, which also allows for outliers at the remote site (Egbert,
1997), significantly improves parameter estimates.

crosses in Figure 3). To avoid these bias errors the remote reference (RR) method
was developed (Gamble et al., 1979a). For RR, horizontal magnetic fields r are
recorded simultaneously at a second (remote) site and cross-correlated with the
EM fields at the local site:

Ẑ = 〈
er∗〉 〈hr∗〉−1

. (3)

The RR method is one of simplest, yet most useful, ways in which simultaneous
MT data at multiple sites can be used to improve the quality of local TF estimates.
The basic idea is almost trivial, but nonetheless very important: with more than one
site it is much easier to distinguish between noise and the coherent signal that we
want to interpret.

In many cases neither the natural source signal, nor the dominant noise sources,
are well modeled as stationary Gaussian processes, causing LS type approaches
(including the standard RR estimate (3)) to fail catastrophically. To allow for
outliers the regression M-estimate (RME; e.g., Huber, 1981) was adapted to MT
TF estimation by Egbert and Booker (1986) and Chave et al. (1987). Chave and
Thomson (1989) proposed a straightforward extension of the RME to the RR case.
Equation (3) is replaced by a weighted version

Ẑ = 〈
wer∗〉 〈whr∗〉−1

. (4)
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with weights for individual segments w = w(e − Ẑh) determined adaptively from
the misfit between electric and magnetic components at the local site. The estimate
is iterative, with small weights assigned to poorly fitting data (as determined using
the impedance estimate from the previous iteration). This procedure is generally
initialized using a standard (LS) RR estimate. One problem with this formulation of
the robust RR estimator is that it does not explicitly allow for outliers in the remote
site channels r. As illustrated in Figure 4b outliers in the remote can seriously
degrade TF estimates, so for a truly robust RR estimate it is necessary to also
identify and downweight outliers in r. One simple approach is to simultaneously
estimate transfer functions between h and r, and make data weights for the RR
estimate of the impedance depend also on the misfit between local and remote
components (Egbert, 1997). An example of the effectiveness of this approach is
given in Figure 4c.

2.2. MULTIVARIATE PROCESSING

EM array data are highly multivariate, with multiple components recorded simul-
taneously at multiple stations, but even the RR estimate is based on an essentially
univariate statistical procedure. Egbert and Booker (1989) described a general the-
oretical framework for processing data from arrays of simultaneously recording
EM instruments based on classical methods of multivariate statistical analysis.
Egbert (1997) combined the multivariate approach with the RME to develop a
practical robust multivariate errors-in-variables (RMEV) estimator for small (2–10
station) arrays of MT instruments. With the RMEV approach data from all channels
are used to improve signal-to-noise ratios, and to diagnose possible biases due to
coherent noise. The possibility of noise, and outliers, in all data channels is allowed
for explicitly. The RMEV approach thus provides a natural (though not the only)
solution to the problem with outliers in the remote channels seen in Figure 4.

As the multivariate perspective will be useful for discussion of many aspects of
EM array data, it is worthwhile to review some basic ideas and terminology here.
To be explicit we assume initially that there are 5 channels of data at each of J

stations, for a total of K = 5J channels in the array. Generalization to other cases
is straightforward. Allowing for noise in all channels, the frequency domain MT
array data vectors Xi for a fixed frequency band satisfy:

Xi =




h1i

e1i
...

hJ i

eJ i




=
M∑

m=1

umαmi +
L∑

l=1

vlβli + ε (5)

= [u1 . . . uM] ai + [v1 . . . vL] bi + ε = Uai + Vbi + ε, (6)

where i = 1, . . . , I index the time segments. The K dimensional vectors um,m =
1,M are the signal vectors, i.e., the components of magnetic fields at the J
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measurement sites that are consistent with our prior source assumptions. In the
terminology of Egbert and Booker (1989), these signal vectors span the response
space. For the usual quasi-uniform source assumption of the MT method M = 2
and u1, u2 give the total fields associated with two independent source polarizations
(e.g., spatially uniform linearly polarized N-S and E-W sources, which we denote
as ux and uy respectively). The time varying parameters αmi define the particular
linear superposition of sources observed in any event (e.g., the polarization of
uniform magnetic sources for the standard two component MT case). The remain-
ing terms on the right side of (5) define the noise model, including L sources of
coherent noise (with generalized noise “polarization” parameters βli, l = 1, L),
and a K dimensional incoherent noise vector ε, with diagonal error covariance
�N = E(εε∗).

The model of Equation (5) is completely general, and is especially useful for
exploratory analysis of signal and coherent noise characteristics. The first step
in the multivariate processing procedure is to estimate the variance, or scale, of
incoherent noise in each data channel (i.e., the elements of the diagonal matrix
�N ). This is accomplished by fitting each channel to the remaining data channels,
and computing residual variances. Egbert (1997) describes a robust, approximately
unbiased variant on this simple idea, which allows for noise and outliers in all
data channels. The second step is to estimate the “coherence dimension” of the
array data, i.e., the total number of independent coherent signal and noise vectors
N = M + L. This is accomplished by computing the eigenvector decomposition
of the scaled spectral density matrix (SDM), the K × K matrix of all possible
component cross-product averages S = 〈XX∗〉 = 1/I

∑
XiX∗

i :

S′ = �
− 1

2
N S�

− 1
2

N = W�W∗. (7)

In (7) � = diag(λ1, . . . λK) is the diagonal matrix of eigenvalues and W the
orthonormal matrix whose columns are the corresponding eigenvectors. If the full
signal can be explained in terms of only plane wave MT sources and incoherent
noise (the assumption implicit in all standard TF estimation schemes), there should
be only two eigenvalues of S′ significantly larger than one (Egbert, 1997). More
generally, in the presence of coherent noise or more complex sources the number
of significant eigenvalues N will exceed two.

An example of eigenvalue spectra as a function of period is given for a two
station MT array in Figure 5. The two MT sites in this array, denoted SAO and PKD
in Figure 3, have operated almost continuously since 1996 at two sites near the San
Andreas Fault in central California (Egbert et al., 2000; Eisel and Egbert, 2001).
For periods from about 10–300 s the coherence dimension of the array exceeds
2, indicating that there is coherent noise (L > 0) and/or that the external source
magnetic fields cannot be completely characterized by the two parameter plane
wave model. In this particular case, Egbert et al. (2000) show that the additional
coherent degrees of freedom in the array observations arise primarily from very
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Figure 5. Spectrum of normalized eigenvalues of the 10 × 10 cross product matrix (SDM) for the
SAO/PKD MT array (filled circles in Figure 3; after Egbert et al., 2000). Each data channel is normal-
ized by an estimate of the incoherent noise amplitude, so eigenvalues are non-dimensional and give
signal-to-noise ratios of coherent sources. For ideal uniform source MT data there should be only two
eigenvalues significantly above the background (zero dB) incoherent noise level. For periods 10–300
s two additional independent sources are required to characterize the spatially coherent data (so N =
4). Egbert et al. (2000) show that these additional sources can be explained by spatial complexity in
the Pc3 band near T = 15 s, and coherent noise due to DC electric trains in the San Francisco Bay
area 150–300 km to the north.

large scale cultural noise from a DC electric commuter railway in the San Francisco
Bay area far to the north (the so-called BART system; see Figure 3). However, near
a period of 15 s the very small spatial scale of Pc3 pulsations (e.g., Chen and
Hasegawa, 1974; Waters et al., 1991) also complicates the array signal.

The eigenvectors associated with the N significant eigenvalues provide an es-
timate of the space spanned by the columns of the signal and coherent noise
matrices U and V. However, without some additional information it will not gen-
erally be possible to uniquely separate U from V (Egbert, 1997). If we find that
the number of eigenvalues above background noise levels is two, the array data are
consistent with plane wave sources with no coherent noise. In this case the two
eigenvectors associated with the two significant eigenvalues provide an estimate of
U (more strictly, of the span of the columns of U). MT impedances and all other
sorts of single site and inter-station uniform source TFs are readily computed from
this matrix (Egbert and Booker, 1989).

As with the RR estimate, the RMEV is not biased by noise in the input channels.
In fact, the multiple station estimate can be viewed as a remote reference scheme,
with the reference signal r defined as an optimal linear combination of all data
channels (Egbert, 1997). By using all data channels to estimate the reference signal,
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estimation variances for single station TFs can be reduced. However, RR estimates
of TFs are degraded by noise in all of h, e, and r. By using many sites we can
effectively reduce noise in the reference fields r, but these extra sites do not directly
do anything to reduce noise in the local electric and magnetic channels h, e. As a
result only modest improvements in estimator performance are typically achieved
by using multiple sites in processing.

The multivariate approach does provide a very natural way to allow for out-
liers in all channels, and as we shall discuss further subsequently, it provides a
natural framework for exploratory analysis of signal and coherent noise charac-
teristics in EM array data. As illustrated in Egbert (1997) insights gained from
this sort of analysis can lead to significant improvements in TF estimates in noisy
environments.

2.3. USE OF MULTIPLE REMOTE SITES

Varentsov et al. (2001) have proposed a simpler way to take advantage of mul-
tiple remote sites in a large array. Separate robust remote reference estimates of
local TFs are computed using a number of remote sites at different distances and
azimuths from the local site. These are then averaged using a robust procedure.
Experiments with the BEAR MT sites suggests that at least some improvement in
impedance estimates is achieved by averaging results obtained with from 3 to 10
separate remote sites (Figure 6).

Comments made about the multivariate approach are also relevant here. Aver-
aging a number of TF estimates might seem to offer the possibility of significant
reductions in estimation errors. However, all of the estimates must use the same
local electric and magnetic fields, and so do not have independent estimation errors.
Again, by using multiple remotes we can reduce noise in the reference r, but will
still be limited by noise in h and e. However, as with the multiple station method
there may be other more subtle advantages to computing and robustly averaging
TF estimates with several remote sites in a large array, as the results of Figure 6
suggest.

2.4. SOURCE DIAGNOSTICS AND COHERENT NOISE

Since array data provide some information about the actual source fields, both
coherent noise and complications in the geometry of natural sources can be much
more easily diagnosed than with single site data. For example, in the BEAR array it
is possible to directly map polar ionospheric current systems (Viljanen et al., 2000).
Sokolova et al. (2001) showed that biases in MT impedances tended to be largest
when polar current systems were most intense. Information about source complex-
ity determined from the array can thus be used to select data with the best source
characteristics for MT processing. However, if even a single remote site is separ-
ated from the local site by many skin depths, remote reference processing might
be expected to already eliminate serious source biases in MT impedances, since
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Figure 6. Remote reference estimates of apparent resistivity and phase for site B02 in the BEAR array
(Figure 2), processed as described in Varentsov et al. (2001). The cloud of symbols give estimates
obtained using 9 different remote sites; the line gives results of a robust average of all RR estimates.

source fields with wavelengths short enough to cause bias would not generally be
coherent between such distant sites. Indeed, for the BEAR MT data Sokolova et
al. (2001) found that the robust remote reference scheme used by Varentsov (2001;
see also Ernst et al., 2001), which rejected data sections that showed either low
coherence (between e and h, or between magnetic fields at local and remote sites),
tended to already eliminate data segments with the worst source characteristics
(Figure 7). At least in this case even single station coherence criteria appear to be
effective at eliminating data contaminated by local polar source current systems.

Simple robust RR processing may be less effective for vertical field TFs at
lower frequencies, or for inter-station TFs with large site separations. For both
of these cases systematic effects due to the finite spatial scale of sources will be
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Figure 7. (a) Amplitude and (b) phase of the impedance element Zxy from site B11 in the BEAR
array (Figure 2), as a function of period and day during the three month deployment. Multiple
coherence between Ex and the two local horizontal magnetic components (c), is reduced during
the times when amplitude and phase are most erratic. Sokolova et al. (2001) show that data from
these low coherence segments correspond to source complications due to nearby polar ionospheric
current systems. Eliminating this data improves stability and accuracy of the impedance estimates.

more severe, and selecting data segments based on array source diagnostics can
offer more significant advantages. For example, for an array of 29 sites under the
equatorial electrojet in Brazil, Arora et al. (1998) found from examination of simul-
taneous time series that sources had much larger spatial scales in the evening hours.
Inter-station vertical field TFs estimated from night-time data were found to be
significantly less affected by the short spatial scales associated with the electrojet,
and thus more indicative of internal structure.

RR is also less effective at eliminating coherent noise when arrays are of small
spatial extent. Egbert (1997) considered the problem of data selection in a very
small array consisting of two MT sites separated by approximately 20 km. The
sites, denoted A and B in Figure 3, were about 50 km south of the San Francisco
Bay Area, significantly closer to the source of coherent BART train noise than the
two station SAO/PKD MT array. At this distance the train noise had significant
power in spatial scales short enough to cause bias in the impedances, but still large
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enough to be coherent over the 20 km separating the local and remote sites. As a
result there were significant biases in even RR estimates (Figure 8a). Egbert (1997)
discussed multivariate array diagnostics which could be used to look for time win-
dows with minimal coherent noise contamination. All were based on projecting
the array data into the N-dimensional space defined by the significant eigenvectors
computed from the full data set, and then calculating diagnostics in short time
windows using the projected data. Examples include eigenvalues of the SDM, and
interpretation parameters computed from the first two eigenvectors (Figure 9). In
this case there was a clear time window of about 2 hours duration where all dia-
gnostics indicated that coherent noise problems were minimal (Figure 9). Selecting
only this data led to significant improvements in MT impedance estimates (Figure
8b). The success of this particular data selection exercise appears to be strongly
dependent on the rather sharp temporal division between “bad” and “good” data
(later understood to result from the nightly shutdown of the BART train system).
Other efforts to apply these sort of time domain diagnostics to MT data sets from
Bavaria with more continuous coherent noise problems have not been as successful
(M. Eisel, personal communication 1999). Clearly the best solution to problems of
coherent noise is to maintain one or more remote sites a number of skin depths
distant from the local sites. One true remote is almost certainly more useful for
cancellation of coherent noise than a large array of nearby sites.

A different approach to the problem of coherent noise in small arrays has
been proposed by Larsen et al. (1996). These authors also worked with MT data
contaminated by coherent DC electric train noise, this time in Italy. If both the
“train noise” and uniform source signals were directly observed, a generalized
four component TF could be estimated relating the electric fields to both sets of
magnetic field sources. It is readily verified that an unbiased uniform source MT
impedance would then be recovered from the appropriate part of the four input
TF. Including the magnetic fields due to the train in the prediction would reduce
noise and improve TF estimates. Since it isn’t possible to actually measure either
the train noise or the local uniform source magnetic fields by themselves, Larsen
et al. (1996) suggest using uncontaminated remote channels (r) from a distant site
to estimate the natural source magnetic fields ĥMT at the local site (via an inter-
station TF), and the residuals from this fit ĥT rain = h − ĥMT as a surrogate for the
train noise. In fact, as the authors point out, for standard least squares processing
this two-source scheme reduces exactly to the usual remote reference method. For
the non-linear robust estimates, where data weights are computed adaptively, the
equivalence between the two-source scheme and a more conventional robust RR is
no longer exact, and different results will be obtained with the two approaches. One
possible advantage of the two-source scheme is that all of the predictable signal
(due to both MT and train sources) can be used to identify and clean up incoherent
noise. The multiple station method of Egbert (1997) also takes advantage of this
possibility, by using both MT and coherent noise sources for initial damping of
incoherent noise. However, there is no obvious reason for the two-source scheme
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Figure 8. Remote reference MT apparent resistivity and phase estimates from a site near the 1989
Ms 7.1 Loma Prieta earthquake (site A in Figure 3; site B was used the remote). In (a) all data were
processed with a robust RR procedure, allowing for outliers in all channels. Significant biases are
evident near a period of 10 s. For (b) the array coherent noise diagnostics of Figure 9 were used to
select a subset of data for processing (i.e., data for hours 0–2), leading to much better results. After
Egbert (1997).

to be more effective in ameliorating the effects of coherent noise than a careful
application of more standard robust RR methods. The fundamental requirement in
all cases – RR, multiple station, or Larsen’s two-source approach – is a true remote
site, unaffected by noise that is coherent with the local site.

3. Anomalous Horizontal Fields

3.1. EVENT MAPS

MT impedances and vertical field TFs are normalized by the total (internal plus
external) local magnetic field. Lateral variations of resistivity redistribute and con-
centrate currents, so that even with completely uniform sources, there will be lateral
variations in the horizontal magnetic fields, which can be directly mapped with
large arrays. These maps are especially effective for detecting narrow elongated
conductive anomalies (Gough, 1989). Gough and Ingham (1983) review techniques
for mapping and interpreting anomalous internal currents with the large arrays
of analogue recording magnetic variometers deployed to that time. The simplest
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Figure 9. Coherent noise diagnostics computed for the two station array A/B of Figure 3 (after Egbert,
1997). Diagnostics were constructed by first computing an eigenvector decomposition of the full
data set, projecting the data into the space spanned by the three dominant eigenvectors, and then
computing various quantities for a series of short time windows. In (a–c) the three largest eigenvalues
of the SDM are plotted. Before hour 2 there are only two eigenvalues significantly above normal
background incoherent noise levels. During this time window estimates of apparent resistivities,
phases, and vertical field TFs are also much better behaved. Note in particular the tendency for the
vertical field TF amplitudes to increase greatly and become erratic after hour 2.

approach is to contour components of the magnetic variations interpolated from the
observation sites for one or more fixed times. With modern computer technology it
is of course quite straightforward to extend this idea to make a movie of the time
evolution of the interpolated magnetic fields. Although these simple time domain
images provide only qualitative information about Earth resistivity, they may offer
significant insight into the nature of the source fields.

A slightly more effective (and quantitative) approach is to first Fourier transform
data for a single “event” or time window, and then contour amplitude and phase
(or real and imaginary parts) of the Fourier coefficients. With the Fourier domain
approach attention can be focused on a particular frequency with high signal power,
leading to more stable and easily interpretable maps (Gough and Ingham, 1983).
An example of a Fourier transform event map is given in Figure 10 for the land
part of the EMSLAB array (Gough et al., 1989). This figure illustrates both the
value of event maps, and some of the problems associated with them. In this map
of Hy amplitudes (i.e., the east-west component of the magnetic fields) there is a
clear ridge of high amplitude extending north-south under the Cascade volcanic
arc (filled triangles, Figure 10). This delineates a zone of enhanced conductivity,
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a portion of which was already known as the Southwestern Washington Cascades
Conductor (SWCC) from earlier work in this area (Law et al., 1980; Stanley, 1984).
However, the complete map is very complicated, with many other features that
could represent additional structures in the crust or mantle, complications in the
source fields, or just noise. As noted by Gough (1989) interpretations based on
single events can easily be misleading. Features need to appear repeatedly over
many events, and remain stationary to be indicative of Earth structure.

One refinement of the event maps is to formally separate the magnetic fields into
internal and external components. This can be accomplished with an integral trans-
form of the total observed magnetic fields (e.g., Porath et al., 1970; Rokityanski,
1982). Implementation as a regularized inverse problem, where the unknowns are
internal and external scalar magnetic potentials, is a natural extension (Richmond
and Baumjohann, 1983). With this approach interpolation of the data onto a regu-
lar grid and field separation are accomplished in a single step. Some more recent
discussion of internal/external separation are given by Viljanen et al. (2000), who
use a novel set of spatially localized basis functions (spherical elementary cur-
rent systems; Amm and Viljanen (1999)) to parameterize the internal and external
magnetic fields. In principle, field separation should allow one to better identify an-
omalous features in the fields that are really internal to the Earth, and to define more
quantitatively the spatial spectrum of inducing source fields. A major difficulty
with any separation approach is that fields with spatial wavelengths exceeding the
extent of the array cannot be separated uniquely. This difficulty lead Gough (1973)
to conclude “. . . there is little advantage in the formal field separation as compared
with an estimation of the normal field by smoothing the map or profile, and of
the anomalous field as the difference between the original and smoothed maps or
profiles”. We note here that Gough’s conclusions are based on experience with
regional scale arrays mostly at mid-latitudes, and at periods from a few minutes to
an hour or so. In these circumstances typical source wavelengths generally exceed
array dimensions (Bannister and Gough, 1978), limiting the value of formal sep-
aration procedures. In other circumstances (higher latitudes, arrays covering larger
areas, and over a broader frequency range) formal separation can be more useful
(e.g., certainly at the global scale).

3.2. INTER-STATION TFS

Inter-station TFs provide a natural way to merge data from a number of events and
to estimate the spatial pattern of laterally varying fields of internal origin. As for
the MT impedance it is assumed that the external fields are essentially uniform (in
some statistically averaged sense at least), so that any persistent lateral variations
in amplitude and phase of horizontal magnetic fields are due to induced internal
currents. For truly uniform sources the two horizontal magnetic components at
any reference site (hr) exactly determine the magnetic fields at any other site (hk)
(Schmucker, 1970; Egbert and Booker, 1989)
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Figure 10. Event map from the EMSLAB array, from Gough et al. (1989). Here amplitude of the
Fourier coefficients of the E–W magnetic field are plotted for a period of 18 min. The broken lines
show heat flow contours (from Blackwell et al, 1982; 1985), the filled triangles are major Cascade
volcanos, and the heavy solid line is the inferred 60 km depth contour of the subducting Juan de
Fuca plate. Note the elevated amplitudes in an elongated zone over the cascades (the SWCC), and in
the northeastern corner of the array. The rectangle gives the location of the four station MV array of
Figure 12.

hk = Tkrhr + ε. (8)

The 3 × 2 frequency dependent inter-station TF Tkr can be estimated exactly as
for the MT impedance; robust, remote reference, and multivariate methods can be
used. Each column of Tkr is a three component complex vector giving the complex
amplitude of the magnetic fields that would be observed (on average) at site k when



PROCESSING AND INTERPRETATION OF ELECTROMAGNETIC INDUCTION ARRAY DATA 225

the horizontal fields at the reference site r are of unit magnitude and linearly polar-
ized (in the x and y directions, respectively for the two columns). In particular, for
uniform sources over a laterally uniform Earth the upper 2 × 2 block of Tkr would
be the 2 × 2 identity matrix I, and the bottom row would be zero. If the reference
site can be taken to be “normal” – i.e., in an area unaffected by lateral resistivity
variations – deviations from this simple form give the “anomalous” fields, due to
resistivity variations near site k (Schmucker, 1970). In practice, choice of a normal
reference site is generally difficult, if not impossible.

The multivariate formalism of Egbert and Booker (1989) provides a useful
perspective on inter-station TFs. Assuming that sources are uniform, the response
space has dimension M = 2. The two vectors u1, u2 give the total magnetic (and
electric) fields corresponding to two independent uniform external source polariz-
ations (which are in general elliptical). Since we observe only total magnetic fields
(internal plus external) the actual polarization of the external sources associated
with each response vector is indeterminate without some additional information.
Knowing that a particular reference site is normal (as defined above) would suffice,
since at the normal site the polarization of the external and total fields would be
identical. More realistically, the data only constrain the response space (i.e., the
span of the columns of U), and not specific response vectors ux , uy associated
with external sources linearly polarized N-S, E-W. Taking the horizontal magnetic
components at the first site as a reference, and partitioning the matrix U into an
upper 2 × 2 block U1 and lower (K − 2) × 2 block U2 (so UT = (U1

T U2
T )), we

obtain a (K − 2) × 2 matrix T relating all other components in the array (electric
as well as magnetic) to the two reference magnetic channels

T = U2U1
−1. (9)

With the multivariate formulation it is clear that normal fields can be defined
in a more general way. For example, if we assume that all sites might be affected
to some extent by internal anomalous magnetic fields, we can take the average
magnetic fields as normal. This is accomplished by finding linear combinations of
the response vectors u1 and u2 for which the average polarization is of the desired
simple form – i.e., linearly polarized N-S and E-W. For 3-component data in a J

station array, if we take

u0
1 = [

J−1 0 0 | ... | J−1 0 0
]T

u0
2 = [

0 J−1 0 | ... | 0 J−1 0
]T

(10)

and set U0 = [
u0

1 u0
2

]
, we would estimate ûx, ûy (i.e., the array response to unit

magnitude linearly polarized normal fields) as

[
ûx ûy

] = U(UT
0 U)−1. (11)

Egbert and Booker (1989) provide further details.
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In Figure 11 we give an example of the inter-station TFs obtained by applying
the multivariate approach to a 4 site array of 3 component magnetometers. The ar-
ray is in Southwestern Washington state, and straddles the SWCC, which coincides
with the northern end of the conductive feature under the Cascades suggested by
the high amplitudes in the event map of Figure 10. For this example we have taken
the average fields to be normal, and estimated anomalous fields using (10)–(11).
In this small array over a significant conductivity anomaly it is unlikely that any
single site can be taken as normal. Assuming that average fields are normal is also
questionable here, but this choice is at least independent of any specific site, and
serves to emphasize that only relative variations in anomalous horizontal magnetic
fields can be determined by array data. This indeterminacy obviously needs to
be allowed for in any interpretation. Note that the vertical components given as
numbers next to the sites in Figure 11 are not the usual single station vertical field
TFs. Rather, these correspond to the vertical fields that would be seen when the
average horizontal magnetic fields are linearly polarized N–S and E–W. If electric
fields are included in the array, electric field components (relative to array averaged
horizontal magnetics) would also be determined at each site (Egbert and Booker,
1989).

Interpretation of inter-station TFs in terms of lateral resistivity variations de-
pends rather critically on the assumption that the external source fields are uniform
over the array. As we shall show in Section 4, this assumption breaks down for
large arrays (such as the EMSLAB array of Figure 1) which resolve persistent
large scale features in geomagnetic variations. More surprisingly, this assumption
can also break down in relatively small arrays at some periods. As a rather dramatic
example, we return to the two station SAO/PKD array in California used for the
eigenvalue plot of Figure 5 (Egbert et al.; 2000). In Figure 12 we plot amplitude
and phase of the inter-station magnetic transfer function component Txx , which
gives Hx at the northern site (SAO) relative to Hx at PKD, 150 km to the south. As
noted above, this array is generally contaminated by coherent noise from the BART
DC train system. However, the TFs plotted in Figure 12 were calculated using data
from a one week period when the train system was shut down due to a labor strike,
and data from this time window appear to be relatively uncontaminated by coherent
noise (Egbert et al. 2000). Very dramatic narrow band variations in both amplitude
and phase are seen in the inter-station TF. Egbert et al. (2000) showed that these
features in the TFs almost certainly result from local field line resonance associated
with Pc3 geomagnetic pulsations (e.g., Chen and Hasegawa, 1974). Because the
resonant period of Alfven waves propagating along field lines depends strongly on
geomagnetic latitude, amplitudes (and phases) of the magnetic field variations also
depend strongly on geomagnetic latitude near the resonant period for a particular
latitude (Waters et al., 1991). The result is systematic biases in inter-station TFs
near the resonant period for stations separated by 100 km or so. In addition to
the fundamental resonant mode at 15s period, there is evidence for bias due to
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Figure 11. Inter-station TFs, or hypothetical events computed for a four station magnetometer array
using the multivariate approach of Egbert and Booker (1989), for a period of 300 s. The array is
located in the rectangle marked in Figure 10, and crosses the SWCC in the Cascade mountains of
Southwestern Washington. Here we assume that the average horizontal magnetic fields are “nor-
mal”. Solid arrows (with bases at the station locations) are real parts of the horizontal magnetic
fields, dashed arrows are imaginary. Vertical components are written under the site location. In (a)
the average fields are polarized N–S, and in (b) E–W. Variations of horizontal fields between sites
are fairly subtle and hard to distinguish. The anomalous fields (with the assumed normal averages
subtracted) are plotted in (c) and (d). There is a significant amplification of the E–W component in
the center of the array, consistent with the sign reversal in the vertical components. Note that the
relative enhancement of the E–W component in the center of the profile is evident in both source
polarizations, suggestive of channeling of currents through the N–S trending SWCC (Egbert and
Booker, 1993).
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Figure 12. Relative amplitude and phase of Hx for the SAO/PKD array, computed for very closely
spaced frequencies for days 252-257, 1997, a time when the DC electric railway in the San Francisco
Bay Area was shut down due to a labor strike (after Egbert et al., 2000). The two sites are separated
by a distance of 150 km, centered at a geomagnetic latitude of about 40 degrees. Rapid variations
of inter-station TFs with frequency can be traced to the short spatial scales associated with Pc3
geomagnetic pulsations. The pronounced phase low at 15 s defines the average resonant period for
field line oscillations at the latitude of the array midpoint (Waters et al., 1991). The other two phase
lows occur at periods appropriate for the first two harmonics of the fundamental mode.

harmonics of the field line resonance at approximately 1/2 and 1/3 the fundamental
period (Figure 12).

It is not clear how common these sorts of narrow-band source bias problems
might be in general. For Figure 12 the interstation TF was estimated from a fairly
long time series (about 6 days) with very high frequency resolution (over 40 bands
in one decade), so that the systematic narrow-band biases are clear. With the
frequency resolution of 5–8 bands per decade more commonly used in induction
studies, the local resonance peaks would not be clearly resolved, but would rather
create the appearance of noisy TF estimates over the band from 3–30 s. Further
careful narrow-band array studies of source characteristics are clearly warranted.

In general local MT impedances are considerably less sensitive to source in-
homogeneity than inter-station TFs. For MT impedances persistent gradients at
scales much greater than a skin depth should have little or no biasing effect
(Dmitriev and Berdichevsky, 1979). For example, MT impedances estimated for
the two sites in the array just considered in Figure 12 showed little evidence of
any significant source effects (Eisel and Egbert, 2001). Similarly, in the BEAR ar-
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Figure 13. (a) Vertical field hypothetical event for the Northumberland Trough–Southern Uplands
area in Northern England, constructed from single site TFs with correction for anomalous horizontal
fields derived using the iterative scheme described by Banks et al. (1993). The real part of the
vertical field response to geographic N–S source fields is contoured. (b) Real part of anomalous
Hx hypothetical event map constructed from the single site vertical field TFs. (After Banks et al.,
1993.)

ray, MT impedances were considerably less sensitive to source characteristics than
inter-station TFs (Varentsov et al., 2001). However, inter-station TFs for reasonably
nearby sites are likely to be at least as robust to assumptions of source uniformity
as local vertical field TFs. In contrast to MT impedances, gradients in the source
fields would be expected to have a similar first order effect on both sorts of TFs.

3.3. HYPOTHETICAL EVENT ANALYSIS

Hypothetical event analysis (HEA) was introduced by Bailey et al. (1974) as a
simple way to display magnetovariational data from an array of non-simultaneous
sites. In the classical approach, the two components of local site vertical field TFs
(Tzx Tzy) are contoured. These vertical field maps are then interpreted as the anom-
alous vertical fields that would be seen for a pair of uniform source “hypothetical
events” with orthogonal linear polarizations (in the x and y directions). However,
since the vertical field TFs are usually computed relative to local magnetic fields,
and not to a common reference, these maps only approximate the vertical fields that
would be observed for true linearly polarized uniform sources. A refined HEA is
possible with an array, since a common (and approximately normal) reference site
can be used for calculation of inter-station vertical field TFs (Beamish and Banks,
1983; Arora et al., 1998). This display of single-site (or inter-station) vertical
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field TFs has proven so effective that much recent interpretation of large two-
dimensional simultaneous arrays has been based primarily on HEA (e.g., Gough et
al., 1989; Chamalaun et al., 1999; Wang and Lilley, 1999; Arora et al., 1999).

Banks (1986) and Banks et al. (1993) proposed an iterative scheme to cor-
rect single station vertical field TFs for the effect of anomalous horizontal fields.
Starting from interpolated vertical field maps from the classical single-site HEA,
horizontal components of anomalous magnetic fields are computed and used to
adjust vertical field TFs to a common reference (Figure 13). The procedure is
repeated using the modified HEA, and iterated to convergence. One advantage of
this approach is that it yields estimates of horizontal anomalous magnetic fields,
even when a complete simultaneous array is unavailable (Figure 13).

For arrays it is possible to extend the HEA to directly estimate all compon-
ents of the vector magnetic (and electric) fields associated with linearly polarized
sources. Indeed, the uniform source response vectors ux and uy , defined above in
our discussion of the multivariate approach, are hypothetical events for all com-
ponents in the array (electric as well as magnetic). Standard (or remote reference)
processing could also be used to estimate TFs for all components relative to a
fixed reference and the results combined to form estimates of ux and uy (e.g.,
Beamish and Banks, 1983; Banks, 1986; Banks et al., 1993). If two arrays run
at different times share a common station, this site can be used as a reference to
define a common hypothetical event for both arrays. The same idea can obviously
be used to merge any number of overlapping arrays (Beamish and Banks, 1983).
Egbert (1991) developed an optimal array combining scheme, which allows for
multiple overlaps between arrays. Complete three component hypothetical events
(or response vectors) built up by applying this scheme to a series of overlapping
small arrays from Southwestern Washington (Egbert and Booker, 1993) are given
as an example in Figure 14. Note that sites used as a common reference need not
be used to define the normal reference fields. Once all stations are combined into
a pair of uniform source response vectors u1 and u2, we are free to define the
normal reference fields in any way we choose; e.g., defining the average fields to
be normal, as in Figure 14. A recent example of a similar complete HEA based
on non-simultaneous arrays from the Chilean Andes is given by Soyer and Brasse
(2001).

As Figure 14 illustrates, the full set of inter-station TFs allows a complete three-
component HEA, combining all available data into a statistically averaged estimate
of the response of the array to sources of the largest scales. Maps obtained by
HEA delineate conductive and resistive features much more clearly than simple
actual event maps such as Figure 10. As discussed in Ritter and Banks (1998)
HEA can also be used to separate local galvanic distortion of magnetic fields from
regional induction effects. This allows estimation of a regional strike, and regional
MT impedance phase from MV data (Ritter and Banks, 1998). By understanding
the relative contribution of regional inductive and local galvanic contributions to
observed anomalies more effective modeling and interpretation strategies can be
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Figure 14. Examples of uniform source horizontal field hypothetical events for the Southwestern
Washington area, after Egbert and Booker (1993). (a) Small (3–5 station) overlapping arrays used for
the analysis, showing array connections. (b) Vertical field hypothetical event for the merged array.
Note that all field components are given relative to the same normal fields at all sites (not relative
to local horizontal components). (c–d) Anomalous horizontal field hypothetical events, with normal
fields assumed equal to the average. (e–f) Interpolated equivalent horizontal sheet current that is
consistent with both horizontal and vertical anomalous fields. Note the intense flow of current in the
SWCC beneath the Cascade volcanos (for both source polarizations). There is a second smaller E–W
trending anomaly in the western part of the array visible in (e).
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devised (Arora et al., 1999). This sort of analysis is most effective if the HEA is
based on inter-station, instead of single site TFs (Ritter and Banks, 1998). Use of
the full three component HEA is not common, but should offer further advantages.

For an array of EM instruments the full response of the Earth to excitation
by spatially uniform sources is contained in the complete hypothetical events or
response vectors ux and uy . In addition to the usual local TFs (impedances and
vertical field TFs), the full response also contains information about anomalous ho-
rizontal field variations. The value of this information should be comparable to that
in single site vertical field TFs. Since horizontal anomalous fields are indicators of
current flow under a site, while vertical anomalous fields are indicators of currents
off to the side (e.g., Banks, 1986), use of both seems likely to result in improved
resolution. So far inversion methods for MT data have generally been developed
to fit only the local TFs. The need is clear for more general inversion codes that
incorporate all available information into the final interpretation. In principal this
extension should be straightforward.

Maps of anomalous horizontal fields also may make some novel approximate
imaging schemes feasible. As an example, Zhdanov et al. (1996) describe an EM
migration scheme which requires both magnetic and electric fields on the surface.
The complete hypothetical events that can be derived from full component TF
analysis of array data provide just what is needed as input data for this sort of
scheme. As another example, Egbert and Booker (1993) developed and applied a
simple linear scheme to invert long period anomalous magnetic fields for integrated
conductance of the crust.

4. Beyond Plane Wave Sources

4.1. HORIZONTAL SPATIAL GRADIENT METHODS

When the external source magnetic fields have non-zero gradients, but still are
of large scale compared to skin depths, the vertical magnetic fields over a one-
dimensional layered Earth satisfy

Hz = C(ω, 0)
[
∂xHx + ∂yHy

] = −iZ(ω)

ω

[
∂xHx + ∂yHy

]
, (12)

where Z(ω) is the usual 1-d MT (plane wave) impedance. The complex induct-
ive response function C(ω, k) has units of length, and in general depends on
the wavenumber k of the inducing fields. In the limit k → 0, where source
wavelengths are large compared to penetration depths, the explicit wavenumber
dependence may be ignored and C(ω, 0) is proportional to the usual uniform
source scalar impedance appropriate to a one-dimensional Earth. Equation (12)
provides the basis for the horizontal spatial gradient (HSG) method (Schmucker,
1970; Kuckes, 1973a,b; Lilley et al., 1976; Jones, 1980), which allows computation
of an equivalent scalar MT impedance without measuring electric fields.
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For specialized sources where the spatial structure is assumed known, the HSG
method can be applied to data from single sites or very small arrays. In these cases
gradients of the horizontal magnetic fields are not explicitly calculated, though the
basic physical principal remains as expressed in (12). The key assumption required
for single site HSG is that the source fields contain a single known spatial mode, so
that local measurements of the horizontal magnetic fields at one location suffice to
completely define the source fields. The most familiar example is the so-called Z/H
method used to estimate impedances at periods longer than about 5 days. In this
case the assumed single external source is the magnetospheric ring current in the
(geomagnetic) equatorial plane, associated with the recovery phase of Dst . This
source produces fields on Earth’s surface that are well described by a P 0

1 spherical
harmonic, at least at mid-latitudes (Banks, 1969; Schultz and Larsen, 1987; Banks
and Ainsworth, 1992). As another example, Bahr and Filloux (1989) applied this
general approach to Sq variations observed at EMSLAB sea-floor sites to estimate
equivalent 1-d impedances at m = 1, 2, 3, and 4 cpd. Here the sources are assumed
to be well modeled by the Pm

m+1 spherical harmonic (with a small correction to
allow also for a Pm

m+3 component), and ratios of Hz to Hy are used to estimate an
equivalent 1-d impedance.

Use of the HSG approach in more general circumstances requires a large sim-
ultaneous array, so that actual gradients of the horizontal fields can be estimated.
Jones (1980) discusses estimation of C(ω, 0) using spatial gradients in the IMS
magnetometer array (Küppers et al., 1979). Quadratic polynomials were fit in the
frequency domain to horizontal and vertical magnetic fields at 10 sites in Northern
Scandinavia. Estimates of ∂xHx + ∂yHy and Hz at the origin of the array were
obtained from the polynomial coefficients for each of a series of events and fre-
quencies, and transfer function methods were applied to the series of coefficients
to estimate the inductive response function C(ω, 0) in (12).

Olsen (1998) estimated C(ω, 0) for periods from 3–720 hours at geomagnetic
observatories in Europe. Damped LS was used to fit magnetic fields from 90
globally distributed observatories to a truncated spherical harmonic expansion.
Estimates of gradients were then obtained from the fitted fields, and used with
the local Hz to estimate the inductive response functions at a number of locations.
In this study approximate allowance was made for the wave number dependence
of C(ω, k); see Olsen (1992, 1998) for details.

The theory behind the classical HSG method explicitly assumes that resistiv-
ity varies only with depth, so that the MT impedance is a scalar. Furthermore, if
resistivity variations in the Earth are not exactly 1-d, anomalous internal magnetic
fields can contaminate both the vertical fields and estimates of the gradients in the
external fields (e.g., Beamish and Johnson, 1982; Bahr and Filloux, 1989). Thus
even for long period studies where deeper mantle resistivity variations might be
assumed to be relatively 1-d, distortion of currents by crustal heterogeneity (Chave
and Smith, 1994; Ritter and Banks, 1998) can still contaminate HSG estimates,
making the method difficult to apply in most environments. An extension of the
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HSG approach beyond the classical 1-d case was outlined by Kuckes et al. (1985),
but the suggested approach has apparently never been applied to actual data. We
illustrate these ideas in the next section in the context of a specific example, the
EMSLAB magnetometer array of Figure 1 (Gough et al., 1989).

4.2. SPATIAL GRADIENTS IN THE EMSLAB SRRAY

The EMSLAB array data were collected with analogue instruments, and in many
respects are not of the quality that can be achieved with modern digital instruments.
However, this array still provides a good illustration of several important points,
and suggests areas for further research on gradient methods. Our analysis here is
based on application of the multiple station approach of Egbert and Booker (1989),
Egbert (1989a) and Egbert (1997), to the 60 hours of digitized array data described
in Gough et al. (1989). Data for 55 three component magnetometer sites are used
in our analysis, for a total of 165 data channels.

In Sections 2 and 3 we considered use of the multivariate approach for estima-
tion of local and inter-station TFs. Here we apply multivariate methods to a more
exploratory analysis of the spatial structure of sources in the EMSLAB array. In
this application the method is a frequency domain analogue of empirical ortho-
gonal functions (EOFs), in which the primary goal is to estimate the dominant
coherent spatial modes in the array. Eigenvalues of the spectral density matrix
(SDM) computed for a period of 1000 s are plotted in Figure 15. For this plot we
have normalized the eigenvalues by total signal power. A large fraction of the total
variance is explained by a small number of spatial modes, with 98.9% accounted
for by the first 6 eigenvectors of the SDM (Figure 16). To a good approximation the
first two modes w1, w2 are uniform across the array. Modes 3–5 are dominated by
gradients in the horizontal magnetic fields, while mode 6 has a somewhat noisier
appearance. In the context of our multivariate model (5) the dimension of the source
space is approximately M = 5 or 6 (assuming that there are no very large scale
coherent sources of noise, as seems reasonable here).

Focusing initially on the first two modes, and assuming that the average hori-
zontal fields are normal, we can obtain estimates ũx , ũy of the total fields resulting
from spatially uniform sources polarized linearly N-S and E-W. These are com-
puted (in geomagnetic coordinates) as linear combinations of w1 and w2, using
Equations (10)–(11) (Figure 17(a–b)). The anomalous fields (i.e., differences from
the average) show clear evidence for consistent source gradients in the estimated
geomagnetic E–W source response ũy (Figure 17c). This shows that the two dom-
inant modes of this large array are in fact a mixture of uniform and large scale
gradient sources. HEA for plane wave sources thus cannot be based solely on the
first two modes of the SDM. Interestingly, the geomagnetic N–S array response
estimate ũx does not show nearly as much contamination by persistent source
gradients.



PROCESSING AND INTERPRETATION OF ELECTROMAGNETIC INDUCTION ARRAY DATA 235

Figure 15. Eigenvalues of the normalized SDM computed for the EMSLAB land magnetometer array
at a period of T = 1000 s. Sixty hours of digitized data were used for the analysis. There are 5–6
modes above a relatively constant background level. Here the eigenvalues have been normalized by
the total signal power (i.e., the sum of all eigenvalues) to give the fraction of total variance associated
with each mode. The first few modes account for almost all of the variance in the array.

To better understand the source gradients in the EMSLAB array we turn to
the general theory outlined by Kuckes et al. (1985), and Egbert (1989a). The as-
sumption of uniform sources is at best an approximation, appropriate when both
the spatial extent of the array and skin depth are a small fraction of the source
wavelength. The next level of approximation to the actual spatial structure of
sources would allow for gradients in the horizontal magnetic fields. With two
horizontal components this suggests four source components: ∂xHx, ∂yHx, ∂xHy

and ∂yHy . However, from Ampere’s Law ∇×H = J, and since there is no vertical
current flow through the surface of the Earth, we must have ∂xHy − ∂yHx = 0,
i.e., the horizontal magnetic fields must be curl free. Thus there are only three
independent gradient components. Kuckes et al. (1985) point out that the most
natural set of basis functions to define the allowable three independent horizontal
magnetic gradients are

h3(x, y) =
[

x

y

]
h4(x, y) =

[
x

−y

]
h5(x, y) =

[
y

x

]
, (13)

where the two components of each vector field define the Hx and Hy components of
the magnetic fields, and (x, y) are coordinates with respect to an origin at the center
of the array. The coefficients of these basis functions in a Taylor series expansion
of the curl-free horizontal magnetic fields around the coordinate system origin are
given in terms of gradients of the magnetic fields as
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Figure 16. Eigenvectors (EOFs) associated with the largest eigenvalues of the EMSLAB array SDM.
The first two modes are roughly uniform across the array. Modes 3–5 are dominated by large-scale
gradients in the magnetic fields. Mode 6 has a significantly noisier appearance, but also shows
evidence of coherent large-scale gradients.

∂xHx + ∂yHy ∂xHx − ∂yHy ∂xHy + ∂yHx. (14)

The first of the gradient components is invariant under rotations. The second two
components are related by rotation; u5 is obtained by a clockwise rotation of 45 de-
grees of u4 (see Figure 18). Changing coordinate systems thus leaves the coefficient
of u3 fixed, and mixes the coefficients of u4 and u5 (Kuckes et al., 1985).

The uniform source excitation assumed for most traditional TF methods can be
similarly expressed as

h1(x, y) =
[

1
0

]
h2(x, y) =

[
0
1

]
. (15)



PROCESSING AND INTERPRETATION OF ELECTROMAGNETIC INDUCTION ARRAY DATA 237

Figure 17. (a–b) Estimates of the uniform source response (hypothetical events) obtained by taking
linear combinations of the first two EOF modes from Figure 16, with the constraints that the average
horizontal magnetic fields are linearly polarized N–S and E–W (in geomagnetic coordinates). Note
the significant N–S gradient for the E–W polarization of (b). These large scale gradients, which
are more clearly evident in (c) where anomalous fields are plotted, almost certainly reflect external
source structure. (d) Anomalous horizontal fields for the E–W polarization computed as a linear
combination of the first 6 modes, following the scheme discussed in the text do not exhibit the same
large-scale gradients. (e–f) Smoothed equivalent sheet currents derived from fitting the estimated
uniform source responses. In (e) normal magnetic fields are N–S (geographic now) and current flows
from the E. In (f) normal magnetic fields are E–W, with current flowing from the south. Note the
enhancement of electric current flow under the Cascades, and in the northeast corner of the array, the
relatively resistive zones (smaller or reversed current flow) in the Columbia Basin and Oregon Coast
range.
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Figure 18. Canonical gradient response vectors obtained using the separation procedure discussed
in the text. The first column gives horizontal magnetics, the second and third the real and imaginary
parts of the vertical component. The first row (a-c) is the gradient response h3 normally used for
the HSG approach. This gradient component is invariant under rotations of the horizontal coordinate
system. The second and third rows correspond to a pair of gradient source terms (h4, h5) that rotate
together (e.g., rotating (d) 45 degrees clockwise, yields (g)). Vertical fields are expressed in km,
scaled into the complex inductive length scale; the scale on the horizontal field vectors is arbitrary
here. For a 1-d Earth the vertical fields associated with h4, h5 should vanish. Although generally
smaller than those associated with the first gradient source, vertical fields associated with h4, h5 do
not vanish, as the would for a 1-d Earth.
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The three curl-free uniform gradients of (13) thus provide three additional source
excitations. The first of these, h3 is in fact the source used by the classical HSG
method, in which the scalar response function C(ω, 0) is determined from the ratio
of Hz to the complex coefficient ∂xHx + ∂yHy . Kuckes et al. (1985) proposed
interpreting also the response of the Earth due to the additional curl-free gradient
sources defined by h4 and h5. It is readily verified that over a layered 1-d resistivity
structure there are no vertical fields excited by these sources (Kuckes et al., 1985).
With lateral variations in resistivity this will no longer be true, and interpretation
of the response of the Earth to these additional source functions may be expected
to provide additional useful information about lateral resistivity variations.

The exact correspondence between the full 2 × 2 MT impedance tensor (appro-
priate to the general case of three-dimensional resistivity variations) and these three
gradient response elements is unclear. A simple counting argument (4 complex
parameters in the impedance tensor, vs. 3 gradient terms) shows that the corres-
pondence cannot generally be exact. However, it should still be possible to invert
and interpret estimates of these response parameters.

With this general background on gradient sources we return to the example of
the EMSLAB array. The estimated uniform source response vectors ũx, ũy plotted
in Figure 17 were calculated from the two dominant eigenvectors of the SDM.
Although uniform sources clearly dominate the first two eigenvectors (see Figure
16), the actual sources associated with these hypothetical events clearly also con-
tain gradient components. Similarly, although modes 3–5 are clearly dominated by
gradients, these must contain uniform source components as well. Since gradients
due to the sampled internal anomalous fields may be confused with actual source
gradients, an exact separation of the gradient and uniform source responses will
be impossible. We use a simple heuristic scheme which allows at least an approx-
imate separation, into hypothetical events associated with all 5 of the uniform and
gradient source excitations.

Define u0
m,m = 1, 5 to be unit vectors of dimension K (= total num-

ber of components) with horizontal magnetic field components proportional
to the idealized source functions hm (defined in (13) and (15)), sampled at
the array data sites. For the K = 3J = 165 component EMSLAB array
u0

1 is proportional to (1 0 0 | 1 0 0 | . . . | 1 0 0)T , while u0
3 is proportional to

(x1 y1 0 | x2 y2 0 | . . . . | xJ yJ 0)T , where (xj , yj ) are site locations (in km) with
respect to the center of the array. Note that the vectors u0

m are the uniform source
and gradient response vectors corresponding to a laterally uniform Earth. We estim-
ate the actual response vectors um,m = 1, 5 as linear combinations of the N = 6
dominant eigenvectors of the SDM wn

ûm =
N∑

m=1

cnmwn (16)
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by minimizing the estimated total error variance Var(||ûm||) = ∑ |cnm|2σ 2
n subject

to the constraint that the horizontal magnetic components of the estimated response
vectors are near what would be expected for a 1-d Earth:

M∑
m,m′=1

= |û∗
mu0

m′ − δmm′ |2 ≤ T 2, (17)

where δmm′ is the Kronecker delta, T 2 is a specified tolerance, and σ 2
n is an estimate

of the variance in the nth EOF mode (computed following the theory described in
Egbert (1991; Appendix B)). This ad hoc separation scheme cannot be justified
rigorously, but it provides a stable approximate division of the response space into
uniform and gradient source components. This can be viewed as a generalization
of Equation (9), which was used to define normal fields for plane wave sources, to
allow the definition of normal fields for a more general HEA.

The estimated response vectors ûm provide estimates of hypothetical events for
five sources. Each has Hz components which give the pattern of vertical fields
associated with the idealized source type, as well as anomalous variations in the ho-
rizontal fields. Anomalous horizontal fields are plotted for the E-W uniform source
term in Figure 17d. The anomalous horizontal fields in this plot are rather difficult
to interpret, in part because of the rather wide site spacing, and in part because
the anomalous fields by definition average to zero. Figure 17e–f give estimates of
smooth equivalent sheet currents which are consistent with the anomalous mag-
netic fields for both x and y source polarizations (now in geographic coordinates).
Computation of the sheet current from the anomalous fields was accomplished as
described in Egbert and Booker (1993), and in Figure 14. Briefly, anomalous hori-
zontal and vertical magnetic fields were inverted for an optimally smooth internal
magnetic potential (Egbert, 1989b), and the smoothed magnetic field vectors were
then converted to an equivalent sheet current by rotating 90 degrees counterclock-
wise. A small constant normal current was added to the anomalous sheet current to
enhance clarity of the figure (Egbert and Booker, 1993). Several significant features
can be seen in this figure, which should be compared to the single event map of
Figure 10. Most obvious are the strong concentration of northward flowing currents
in the Southwestern Washington Cascades Conductor (Law et al., 1980; Stanley,
1984), and the intense concentration of current at the top left corner of the array
in the previously mapped southern Alberta–British Columbia conductor (Gough,
1986). Areas of generally reduced (or reversed) current flow are evident in the
resistive western part of the array in the Oregon Coast range, and in the Columbia
Basin resistive block (Gough et al., 1989) in eastern Washington. These uniform
source hypothetical events are generally supportive of the regional interpretation
of Gough et al. (1989).

The estimated array responses for the three gradient sources are plotted in
Figure 18. The horizontal components of the magnetic fields match the idealized
source functions of (13) almost exactly. Comparing û5 (Figure 18c) with Figure 16,
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we see that the gradient contamination in the estimate ũy is almost completely from
h5. This implies that spatially uniform E–W polarized magnetic sources (h2) are
positively correlated with gradient function h5. The linear superposition h2 + εh5

(with ε small) corresponds closely to the pattern of magnetic variation vectors seen
in Figure 17b, with amplitudes of the E–W component decreasing toward the south.
This pattern of magnetic fields corresponds to an equivalent sheet current which
diverges as it flows from north to south (in local geomagnetic dipole coordinates).
A possible explanation is that the E–W magnetic variations are at least in part
associated with field aligned currents connecting the auroral ionosphere to the
magnetospheric ring current. An equivalent sheet current projected to the surface
of the Earth associated with these currents would indeed systematically diverge for
equator-ward flowing currents.

Real and imaginary parts of the vertical components of the estimated gradient
response vectors are contoured in Figure 18d–i. As discussed in Egbert (1989a), if
the response vectors are scaled so that the horizontal components are in kilometers
(consistent with the centered site locations xj , yj ) the vertical components will
correspond to the complex inductive length scale (also in kilometers). As would
be expected for this complex area with significant lateral resistivity contrasts, there
are significant vertical components associated with all three gradient sources. The
strongest vertical field responses are indeed associated with the h3 mode used in
the classical HSG method. However, very large vertical fields are also associated
with an apparent coast effect for the h5 mode.

Although the use of the “canonical” gradient basis advocated by Kuckes et
al. (1985) is very elegant, alternative representations may in some cases be more
useful. For example, defining

hx = 1

2
[h3 + h4] hy = 1

2
[h3 − h4], (18)

hx, hy, h5 also form a complete basis for curl free gradient fields. This basis
may have advantages for two-dimensional resistivity variations. If coordinates are
chosen so that x is along the geoelectric strike, then excitation by gradient source
hy is purely TE mode, while excitation by hx is purely TM mode.

Vertical fields for these two alternative gradient modes for the EMSLAB array
are plotted in Figure 19. Although it is impossible to define a clear geoelectric
strike for the entire area, we take the strike direction x to be geographic north,
roughly parallel to the west coast of North America. The “TM” mode gradients
(Figure 19a-c) show essentially no coast effect, while the effect of the ocean is
clearly visible in the TE mode (Figure 19d–f). Vertical components for both modes
are smallest in the southeastern corner of the array, consistent with a relatively
shallower zone of high mantle conductivity beneath the basin and range (Gough
et al., 1989). However, there are many complicating features in these figures.
There is a strong tendency to larger amplitudes of Hz in the north. Most likely
this reflects complications in the source, rather than resistivity variations in the
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Figure 19. TM (a–c) and TE (d–f) gradient source terms, constructed as linear combinations of the
canonical gradient terms of Figure 18. Here we have taken the overall strike of the region to be N–S,
roughly coincident with the coast, the subducting plate, and the Cascade mountain range. The TM
mode appears better behaved, with less contamination due to superficial conductivity anomalies (such
as the ocean). Both modes are suggestive of a shallower zone of conductive upper mantle beneath
the southwestern part of the array. The increase in amplitudes of vertical components at the top of
the array is probably at least in part due to intensification of external sources further to the north.

Earth. Large scale vertical fields observed in any array can be due to external (or
internal) current systems flowing well beyond the boundaries of the array. Also,
in the classical HSG approach, vertical fields are all taken to be “normal”. Just as
for plane wave sources, lateral variations in resistivity will generate vertical (and
anomalous horizontal) fields in a gradient response. For example the real part of
the complex inductive length scale is negative near the coast in the TE mode. This
would not be physically possible for C(ω) over a 1-d Earth (e.g., Jones, 1980), and
arises due to concentration of N-S flowing currents in the ocean.
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4.3. FUTURE DEVELOPMENTS OF HSG METHODS

The examples from the EMSLAB array presented here are far from definitive. They
are based on analysis of a small amount (60 hours) of analogue data. Modern digital
data sets (e.g., of the BEAR array, or the AWAGS array (Chamalaun and Barton,
1993)) would have many advantages for this sort of intensive statistical analysis.
The response due to second order gradient sources will have significantly poorer
signal-to-noise ratios than the uniform source response, and is likely to be much
more sensitive to details of individual source events (which might be expected to
be incompletely observed by an array of limited extent). The point of this example
is to suggest that for large arrays methods can be developed which will allow more
quantitative interpretation of a richer spectrum of external sources. The possibility
of including electric field measurements (as with the BEAR array for example) also
deserves consideration. Our hope in presenting these very preliminary examples
from the EMSLAB array is to encourage others to further explore possibilities for
quantitative interpretation of array data, going beyond the usual uniform source
TFs, beyond the classical HSG method, and beyond the more qualitative array
interpretation methods that were developed in the days of analogue instruments
and limited EM modeling capabilities.

A major research question at this point is the degree to which quantitative
interpretation of gradient sources can complement MT, and possibly reduce un-
certainties about large scale static distortion. Depths of even large scale crustal
and upper mantle features inferred from MT data can be seriously distorted by
near-surface complications. Close site spacing allows near surface features to be
imaged, and accounted for in interpretation of deeper structures. With widely
spaced MT data these near surface complications will not be adequately sampled,
and small-scale shallow structures may be aliased to large-scale deep structure.
Mapping resistivity variations with depth using gradient approaches may provide
some control over these static effects, which predominantly effect local electric
fields. Of course there are complications (and dangers of aliasing!) in interpretation
of magnetic variations as well. But joint interpretation of magnetic array response
functions and MT might resolve large scale resistivity variations in the crust and
upper mantle most reliably.

There are many issues that need to be addressed. Most importantly we need
to develop modeling, and then inversion capabilities. At first blush this appears
straightforward: the forcing for the forward modeling codes need only be modified
to allow for more general external sources, while inversion requires some scheme
to find a model which matches the data for these source geometries. However it
is not obvious how boundary conditions should be implemented to account for
pure gradient fields of the sort described here. For example, to what extent do
details of the actual source distribution outside of the array effect observables, or
modeling outputs? Data processing approaches also will need development. The
analysis of the EMSLAB array presented here was essentially exploratory, intended
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to demonstrate that most of the signal in the array could be well represented by a
few modes corresponding to fairly simple source geometries. Methods for actual
estimation of gradient response functions for 2-d and 3-d interpretation need much
further development. Alternatives to the multivariate methods discussed here may
be more useful for many purposes.

One approach would be to acknowledge from the outset that we do not exactly
know source geometries. These need to be left to some extent as free parameters
in the inversion stage. The multivariate analysis applied to the EMSLAB array
can be viewed as a way to extract the dominant modes of variability in the array,
without really making any explicit assumptions about source geometry. In effect,
an EOF approach averages and condenses a number of actual events into a much
smaller number of hypothetical events. The actual sources responsible for these
hypothetical events are not exactly determined, but tend to be dominated by the
largest (and hence most coherent) spatial scales. By averaging over many events
small scale transient details in the external sources tend to average out, and signal-
to-noise ratios are enhanced. In our specific example we found that sources can
be at least approximately described by a simple and physically sensible set of
basis functions, uniform and curl-free gradient fields. However, precise separation
of these data modes (EOFs) into exactly known external sources was problem-
atic. This uncertainty (and uncertainty about distant sources that might effect Hz

within the array) should be allowed for in the inversion and interpretation process.
Methods to do this are in need of much development.

5. Summary

The simultaneous nature of array data is useful for three general areas of applic-
ation in induction studies: improvement of local TF estimates; computation of
inter-station uniform source TFs; and allowing for more complex sources. For the
first of these applications the widely used RR method for MT impedance estimation
is fundamental, and this requires only two sites. Multiple site arrays allow some
extensions of the basic RR estimate, but in many, if not most, cases these are second
order refinements. Multiple sites allow improved definition of the reference fields,
but in general cannot do anything about noise in the local h and e fields which
more often limit estimation accuracy. Arrays can provide some useful diagnostics
about coherent noise or other source complications, allowing the best data to be
selected for processing. However, if the array is large enough to sufficiently resolve
the source complexity, there is generally a remote site distant enough to provide
adequate cancellation of the biasing noise. Exceptions to this general statement
can certainly be found.

Inter-station uniform source TFs provide additional information about resistiv-
ity variations in the Earth. Horizontal anomalous fields have not been widely used
in quantitative interpretations of MT, and in general MT inversion programs do
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not allow for fitting these sort of parameters. There is no reason why estimates of
horizontal anomalous fields should not be at least as useful as vertical field TFs.
Since anomalous horizontal fields at a site are mostly due to resistivity variations
beneath a site, while vertical fields are more sensitive to structure off to the side,
joint interpretation of both sorts of TFs (along with MT) should provide improved
resolution. With widely spaced sites the value added by horizontal field TFs could
be considerable. Note also that vertical field TFs can sometimes be severely af-
fected by structures well outside the area being modeled, making these TFs difficult
to fit. This difficulty seems less likely to be a problem for horizontal field TFs,
which are less sensitive to distant structures. Inversion programs could easily be
modified to allow interpretation of this additional information; it is time for code
developers to do so.

The last area of application is the most in need of research, and offers the
greatest possibility for significant advance. Interpretation strategies for EM in-
duction data have long been constrained by limitations in data availability and
limitations in modeling and inversion methods. Advances in both areas present
us with much richer data sets, and with the potential to interpret them properly.
This includes acknowledging (where appropriate) that the external sources are not
necessarily as simple as we would like (and were previously forced to assume to
make interpretation tractable). Extension of the classical HSG method to allow
for quantitative two and three dimensional interpretation of gradient sources is a
problem that is ripe for attack. Possibly this may allow for better control over large
scale surface distortion, and thus significantly improved constraints on large scale
upper mantle conductivity in widely spaced MT arrays.

Finally, in addition to the three areas of application emphasized here, arrays
are of course the only way that we can really gain an understanding of the external
sources. Although in many cases the details of these sources may be unimportant to
researchers in induction, a thorough understanding of the external sources is likely
to remain an important component in further advances in induction methods.
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