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ABSTRACT

The Southern Uplands of Scotland is at present a region of great
interest to both geologists and geophysicists. The complex tectonic
history associated with the closing of the proto-Atlantic ocean has yel
to be determined. Previous geophysical studies have shown uvhat the
Southern Uplands is atypical of normal continent. Geomagnetic investi-
gations have indicated a zone of anomalously high electrical conductivity
underlying the Southern Uplands region at a depth of 12-20 km.

In order to determine further the exact structure and sp;tial
variation of this conductivity zone, two gecmagnetic studies have been
carried out in the region. A Geomagnetic Deep Sounding Array of 19
Gough-Reitzel variometers recorded the naturally varying Earth's maghetic
field during December 1973 and January 1974. This was followed by
Magneto-Telluric observations on lines perpendicular and parallel to
the strike of the supposed an;maly.

In this thesis, reviews of various regional MT studies, the geo-
physical significance of conductivity measurements and the known geology
and geophysics of the Southern Uplands region are given. The aims, and
relevant theory, of induction studies are also presented. The observa-—
tional procedures for both the GDS and MT techniques, and the ‘type and
form of the MT activity, are described. Techniques for analysing the
MT data are developed in some detail. Methods are proposed, and
examples given, for (a) estimating the gross structural strike direction,
(b) averaging response function estimstes, (c) estimating the confidence
intervals of the response functions, (d) estimating new forms of coherence
functions, which exhibit many desirable properties, and (e) a frequency-
time analysis for estimeting the response functions for sub-intervals

of the data set.



The full MT and GDS estimates from analysis of the single station
data - rotated major and rotated minor impedance estimates, azimuthal
angles, skew factors and real and imaginary induction vectors - are
presented and qualitatively discussed.

A one-dimensional interpretation of two-dimensional MT data is
examined and shown to be valid for 'rotated major' impedance estimates
from locations sufficiently distant from gross lateral inhomogeneity.
Various methods for determining an 'optimum model' that best satisfies,
in some manner, the observed MI' responses are reviewed. A Monte-Carlo
inversion procedure is developed and applied to the 'rotated major' data
from six of the thirteen locations., It was considered, for various
reasons, unjustifiable to interpret all the data.

The GDS and MT results agree on the complexity of the conductivity
varigtions in the Midland Valley, the Southern Uplands and Northern
Englend. The simple 'Eskdalemuir anomaly' proposed by Fdwards et al.
(1971) cannot explain the observations. A conductive iayer is required
beneath the Midland Valley at a depth of no greater than 11 km. The
conductive zone underlying the Southern Uplands is at a depth greater
than 24 km. For the Northern England response, the top layer of highly
conducting sediments 'sereen' the possible effects of a 'lower crustal/
upper mantle' conductive layer. The geological and geoyhysic;l impli-
cations of the acceptable MT models are discussed.

In this work, the queantitative information, offered by the MT
technique, is shown to be necessary for a full interpretation of the
conductivity distribution. Also, estimation of the phase response, as
well as the amplitude response, of the impedance tensor elements is
showvn to resolve the surface structure of the acceptable models.

Various suggestions are made about further investigation of the

region.
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CHAPTER 1

INTRODUCTION

1.1 General comments

Many geophysical methods exist for studying the structure of the
Earth on global, regional and lccal scales. All invoke measurement of
one or more physical parameter(s), either time variant or invariant, and
then attempt to invert the observed data to derive a model structure
which is both unique and representative of the true Earth. Of those
techniques which are applied for regional studies, geomagnetic induction
methods offer the most powerful approach for deducing temperature pro-
files within the Earth. Of all lithological parameters that are
temperature dependent, conductivity is the most sensitive to thermal
variation. However, the primary aim of the majority of induction
studies is to derive a2 (unique) conductivity model that”®satisfies the
observed date. When this aim is achieved, inferences, and possibly
deductions, about past and present crustal and mantle processes can be
made.

Much interest is focussed at present on the theory of plate tectonics
and its orogenic implications. In order to verify upper mantle convection
theories that would lead to plate motion, it is necessary to know not
only the present positions of plate boundaries but also the past ones.
The locations of present spreading ridges, subduction zones, island
arcs, etc. have largely been determined by seismic methods. However,
to delineate past tectonic zones, it is necessary to recognise relic
geological features which are clearly related to plate edge tectonic
processes. This has been accomplished with some degree of success using
geomagnetic induction methods by identifying various forms of geomagnetic

variation anomalies (Law and Riddihough, 1971).
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Geomagnetic induction studies utilise the natural magnetic field
variations as the energy source. These variations diffuse into the
Earth and induce electric currents by the elementary Faraday-Henry law.
The induced electric currents will in turn induce secondary megnetic
fields according to the Biot-Savart law. An observer on the surface of
the Earth measures either (i) three components of the varying magnetic
field (Geomagnetic Deep Sounding technique) or (ii) the varictions of
two horizontal components of both magnetic and electric fields (Magneto-
Telluric technique). The Geomagnetic Deep Sounding (GDS) method is
usually employed to delineate anomalous structures by mapping current
concentretions. The conductance (conductance (s) = conductivity (o)

x thickness (d)) - or 'integrated conductivity - of the anomalous region
can be estimated but the actual conductivity cannot unless the spatial
gradients of the horizontal magnetic field components are also known
(Kuckes, 1973a, b). For a one-dimensional Earth, thg_!fgneto-Telluric
(MT) method is more powerful in that direct estimates of the conductivity
distribution with depth can be attained. In the proximity of two-
dimensional conductivity structures, it is still possible to invert the
MT data either by a quasi-one-dimensional (Wright, 1970) or a full two-
dimensional (Wiedelt, 1975a) interpretation. However, three-dimensional
structures pose problems which have yet to be solved. }Parkinson
vectors' (Parkinson, 1959, 1962, 1964) can locate such anomalies but
gquantitative interpretation is extremely difficult (Hewson-Browne and
Kendall, 1976).

Penetration into the Earth by megnetic variations occurs naturally
because of the skin-depth phenomenon of electro-magnetic fields. In
this respect, induction methods are superior to galvanic resistivity
techniques because highly resistive strata will be penetrated and

currents will be induced in the underlying geological successions.



A further advantage of the MT technique when compared to galvanic methods
is that estimate is made not only of apparent resistivity but also of

the phase lead of the induced electric field to the inducing magnetic
field. Accordingly, the model interpretation is constrained by two sets
of approximately independent information (Parker, 1970; Summers, 1976).
The_ extra set of constraints will lead to a more well-defined conductivity

model.

1.2 Natural Source Field Characteristics

The natural variations of the geomagnetic field are utilised as the
source for induction studies. They cannot be controlled and thus it is
desirable that some knowledge is gained of the properties of the various
magnetic disturbances prior to undertaking fieldwork. For example, if
the recording equipment is not continuously monitored, a general
sensitivity level will have to be chosen which will enable maximum
possible recording of the desired variations. To chooS€ such a level,
probable amplitudes of the variations have to be ascertained.

A generalised geomagnetic spectrum in the interval 1 cycle per year
to 1 cycle per second (Serson, 1973) is shown in figure 1.1. The telluric
response that would be observed over a uniform earth of resistivity
20 Om is also illustrated in the figure. The geomagnetic spectrum has
the form of a logarithmic increase in amplitude with decreasing fregquency

3

from 1 Hz to 3 x 10 ~ Hz (a period of one hour), then a subsequent

decrease in emplitude to a continuous level of about 3 nT for frequencies
less than 10'_h Hz. Superimposed on this general shape are spectral
lines, mainly due to various interactions between the Earth's magnetic
field and plasma emitted by the Sun.

At frequencies greater than 1 Hz, the amplitude of the natural

magnetic field again rises due to lightning discharges (sferics). At
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Figure 1.7a

Figure 1.1b

Amplitudes of natural variations in the

horizontal geomagnetic field useful in
induction research

Corresponding amlitudes in the earth-
electric field, computed for a model
earth of uniform resistivity 20 ohm.n

reproduced from Serson (1973)
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large distances from thunderstorms, sferics provide a nearly uniform
source which is essential for applying the Cagniard MT relationship
(Wait, 1954). Difficulties arise when undertaking Audio Magneto-Telluric
(AMT, 1 Hz - 10 KHz) surveys in cultural areas due to 50 Hz (60 Hz in
North America) mains noise end its associated harmonics.

. Between 10 5 Hz and 1 Hz, there are five peaks due to continuous
pulsatory activity, or Pc's, These disturbances have ihe appearance of
sinusoidal variations (an example of Pel activity is illustrated in
figure 3,10b) and are attributed to hydromegnetic waves within the
magnetosphere. In an excellent review of the subject, Orr (1973)
concluded that Pe3, Pcl and Pc5 events can be interpreted as standing
Alfvén waves. Some Pe2 activity is also due toc oscillations of complete
field lines whilst others may be a transmission resonance phenomenon.
However, pulsations in the Pel band are different in charscter f'rom the
longer period activity. A cyclotron resonance mechan_i_s_.m between hemi-
spheres is inferred from the structure of Pcl events. When hydromagnetic
waves propagated from the magnetosphere reach the lower limit of the
ionosphere, they are transformed into electromagnetic waves which are
observed on the surface of the Earth as pulsation activity (Jacobs,
1970).

The broad spectral peak in figure 1.1 at onehour is due to the
power contained in geomagnetic bays. An example of a bay event is I
given in figure 3.10c. Bays are not local phenomena and are interpreted
as the simplest type of worldwide elementary polar storms (Nagata and
Fukushima, 1971).

The peaks at 24 hours and the associated harmonics (12 hours,

8 hours, etc.) are due to the Earth's rotation about its own axis.
The amplitude of this diurnal variation is latitude dependent with a

magnitude of the order of 10 nT in mid-latitudes (Matsushita, 1967).



Because this is so low, the daily variation is best observed during
geomagnetically quiet periods. The generating current mechanism is
thought to be predominantly an ionospheric dynamo action (Mishin et sl.,
1975).

The broad spectral peak at 27 days and those of the harmonics
(13.5 days, 9 days, etc.) are associated with the sidereal solar rotation
period. The main peak is not sharp because the outer surfaces of the
Sun rotate with a latitudinal dependency. The rotation periocd of
equatorial regions of the Sun is 26.k4 days, whilst at 35° latitude it
is 28.7 days (Chapman and Bartels, 1940). Regions of the Sun where
there is a locel low magnetic field will emit plasma at higher than
normal levels. The plasma, on interacting with the Earth's magnetosphere,
gives rise to 'geomagnetic storms' which last typically two or three
days. Storms due to one region of the Sun will obviously recur at
about 27 day intervals, and this has been observed (%pman and Bartels,
1940).

The semi-annual peak is not the first harmonic cf the annual line,
as was first thought. Currie (1966) and Banks (1969) conclude that it

is a ring current phenomenon, while the annual line is considered to be

an ionospheric dynamo effect.

1.3 Regional Magneto-Telluric Studies

Although work for this project dealt with both GDS and MT' techniques,
the interpretations and model studies were based mainly on the MT results.
Accordingly, it is more appropriate if a review of MT investigations is
given rather than a general review of induction studies.

Figure 1.2 illustrates those regions of the world where reasonably
thorough multi-station MT investigations have been, or are being,

carried out. Some of the substantial papers published from these



TABLE 1.1

Location of multi-station MT investigations

- also GDS array investigations if undertsken in the same region

Code: 1 =MT only; 2 = GDS array only; 3 = MT and GDS

Location
s BOs_ Reference
£ Everett and Hyndman (1967 - 3).
2 Tammemagi and Lilley (1973 - 1), Gough et al. (1974 - 2),
Lilley and Tammemagi (1972 - 3).
3 Febrer et al. (1976 - 1).
N Rooney (1976 - 3), Banks and Ottey (1974 - 2).
5 Berktold et al. (1974 - 3), Haak (1976 - 1).
6 Winter (1976 - 1).
7 swift (1967 - 1), Madden and Swift (1969 - 1), Schmucker
1970 - 2), Porath and Gough (1971 - 2).
8 Word et al. (1970 - 1), Mitchell and Landisman (1971 - 1),
Vozoff (1973 - 1).
9 Caner et al. (1967 - 2), Morrison et 21. (1968 - 1),
Schmucker (1970 - 2).
10 Porasth et al. (1970 - 2), Renkin end Reddy (1973 - 1),
Learly and Phinney (1974 - 1), Alabi et al (1975 - 2).
11 Dowling (1970 - 1), Bentley (197h - 1).
12 Kasameyer (1974 - 1), Edwards and Greenhouse (1975 - 2).
13 Caner et al. (1967 - 2), Caner et al. (1969 - 1), Cochrane
ang Hynamgﬁ (1970 - 2), Camfield et al. (1971 - 2),
Nienaber et al. (1973 - 1), Dragert (197h - 1).
1k Srivastava et al. (1963 - 1), Vozoff and Ellis (1966 - 1),

Reddy and Rankin (1971, 1972 - 1), Porath et al. (1971 - 2),

peeples and Rankin (1973 - 1).
(Contd)



Figure 1.2 Locations of multi-station Magneto-Telluric
investigations

-each number refers to a paper, or papers,
indexed in table 1.1

If a 6DS array study has also been undertaken
in the same region as an M-T study, the

published work(s) from the GDS investigation
is also listed in table 1.1
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Table 1.1 (Contd.)

Reference
Honkura et al. (1977 - 3)

Srivastava and White (1971 - 1), Bailey et al. (1974 - 2),
Cochrane and Hyndman (1974 - 3), Kurtz and Garland (1976 - 1).
Dyck and Garland (1969 - 3). '

Hermance and Grillot (1970, 197k - 1).

Vozoff and Swift (1968 - 1), Wagenitz (1974 - 1).

Fournier and Rossignol (1974 - 1), Fournier et al. (1974 - 1),
Van Ngoc and Boyer (1974 - 1).

Adam and Vero (1970 - 1), Pecova et al. (1970 - 1), Losecke
(1970 - 1), Scheelke (1972 - 1), Winter (1973 - 2), Adam

(1974 - 1), Haak and Reitmayr (197h - 1).

Tliceta (1974 - 1), Kemmerle (1976 - 1).

Rukityansky et al. (1974 - 3), Praus et al. (1975 - 3),
Jankowski et al. (1976 - 3). i

Lipskaya et al. (1973 - 1), Kovtun and Chicherina (1975 - 1).
Krasnobaeva (1976 - 3).

Zhemaletdinov et al. (1970 - 1).

Portnyagin (1968 - 1), Pospeev et al. (1969 - 1), Dubrovskiy
et al. (1970 - 1), Berdichevsky et al. (1972 - 1), Sochelnikov
(1976 - 1).

Rokityansky and Logvinov (1972 - 1), Tkachev (1973 - 1),
Rokityansky (1975 - 1).

Kovtun et al. (1975 - 1).

Vanyan and Karin (1967 - 1), Levadny et al. (1976 - 2).
Berdichevsky et al. (1969 - 1), Berdichevsky et al. (1975 - 1).

Nabetani and Noritimi (1974 - 3).

Note: The reviewsof Hutton (1976) and Kovtun (1976) have been heavily

f

relied on for

and Siberia.

information concerning studies undertaken in eastern Europe



studies are listed in table 1.1. Keller (1971) showed the location of
earlier deep electrical (MT, galvanic resistivity and controlled-source
electromagnetic) experiments and Lilley (1975) presented an equivalent
map indicating regions studied by two-dimensional magnetometer arrays.
To be added to Lilley's map are the following array studies; (i)
Scandinavia (Kuppers, 1976), (ii) north West Germany (Kippers, 1976),
(iii) the central part of Russian platform (Rokityansky et al., 1976),
(iv) the area north of Quebec City, Canada (Camfield, 1976), (v) the
Baikal region of southern Siberia (Levadny et al., 1976), (vi) the
Caucasian Mountains (Dadunashvily et al., 1976) and (vii) Argentina
and Chile (Aldrich et al., 1973).

Global coverage by MT and GDS studiec is obviously of severely
limited extent. It is difficult to make gross generalisations about
crustal and mantle conductivity structures until tectonically important
areas such as South Asia, Antarctica, west Siberia, Alaska, northern
South America and the Middle East have been studied. However, several
points can be made about certain regions.

In a review on induction studies over stable shield and platform
areas, Kowtun (1976) concluded that a 'normal' distribution of conduc-
tivity with depth under Precambrian shields has yet to be established.
For these regions, a conducting zone at lower crustal/upper mentle depths,
of conductance as high as 1000 S, is often reported. In the crust, this
zone is considered to be due to either (i) sulphidisation and/or graphi-
tisation of rocks (Gough, 1973), (ii) a hydrated zone (Hyndman and
Hyndman, 1968) or (iii) a partial melt zone at low temperatures due to
high water content (Berdichevsky et al., 1972). When the conducting
layer appears to be in the upper mantle, it is usually interpreted as

a partial melt zone, as in (iii) above (Chan et al., 1973; Berdichevsky

et al., 1972).



Conducting zones either in the crust or upper mantle or both are
a.]__most always reported when induction studies have been carried out over
rifts and other active regions (Hutton, 1976a). A partial melt zone is
the most likely explanation due to the high heat flows usually observed

in these areas.

Almost all published MT curves exhibit a decreasing asymptote for

periods greater than about 10h

s (Kowtun, 1976). This is due to a
conductive layer of about 1 S.m-l at a depth of the order of LOO-700 km
(Banks, 1969; Parker, 1971). It is probable, but not certain, that the
conductivity increase occurs at the same depth as the compressional and
shear wave seismic velocities increase. This is considered to be at
about 40O km and is concluded to be either (i) a phase transition of
olivine to the more closely-packed beta or spinel structures (Ringwood
and Major, 1970) or (ii) a phase transition with an associated increase
in fayalite (Feesioh) content (Kaila and Krishna, 1976), If the
seismic bourdary is due to a phase transformation alone, then the
conductivity discontinuity should be at least as sharp as the corres-
ponding seismic discontinuity (Tolland and Strens, 1972; Tolland,
private communication). However, the interpreted complex structure
transformetions of olivine to beta at 400 km (Burdick and Anderson,
1975), beta to spinel at 500 km (Burdick and Anderson, 1975), followed
by spinel to post-spinel (Anderson, 1967) over the range 590 to T10 km
(Massé, 1974), perhaps with a chemical change occuring at the latter
(Burdick and Anderson, 1975), could cause a gradual conductivity
increase with depth. A gradual change was determined by the Cantwell-
McDonald mantle conductivity model (McDonald, 1957; Cantwell, 1960)
rather than a sharp transition as was suggested by uniform core
(Chapman, 1919; Rikitake, 1966) or Lehiri-Price type (Lahiri and Price,

1939) models. A gradual transition in conductivity from 10 S.m + at

’



250 km depth to 1 S.m * at 800 km was suggested when Parker (1971)
applied Backus-Gilbert inversion theory to data published by Banks
(1969). An overall conductivity distribution presented by Rikitake
(1973) - figure 1.3 - based mainly on a model presented by Banks (1972),
which indicates a fairly steep conductivity increase, is concluded to
be the most reliable throughout the Earth at present.

Although knowledge of the phase between the electric and magnetic
fields constrains the number of acceptable models considerably, very
few investigators attempt to extract such information. Even when
estimeted, it is rarely utilised. To determine phase accurately demands
a high degree of relative time control between the magneto-telluric
components. This does not present any problems when recording with
coincident pen-position analogue recorders or multi-track tape recorders,
but can cause difficulties when employing non-coincident pen-position
analogue recorders (e.g. Watenabe) or sequential samggigg cassette
recorders. However, even if using either of the latter types of
recording system, it is desirable to try to retain phase information.
The importance of phase data for resolving surface structure was
suggested by Parker (1971) and was skown by Summers (1976).

Of all the literature cited in table 1.1, only Everett and Hyndman
(1967b), Swift (1967), Vozoff and Swift (1969), Mitchell and Landisman
(1971), Kurtz and Garland (1976), Rooney (1976) and Beblo (1976)
presented phase estimates. Everett and Hyndman employed their phase
information in & qualitative sense only and Mitchell and Landisman
utilised theirs to examine possible source effects. Only Rooney and
Beblo constrained acceptable models by both their amplitude and phase
estimates. More sophistication is required of both the instrumentation

and the data analysis procedures to try to evaluate reliable phase

information.
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Excellent reviews and collations of the vast number of regional MT
studies undertaken can be found in Fournier (1966), Barsczus (1970),
Untiedt (1970), Fournier et al. (1971), Keller (1971), Porstendorfer
(1975), Adam (1975), Hutton (1976b) and the various review papers
presented at the Workshops on Electromagnetic Induction (Edinburgh,
1972; Ottawa, 197hk; Sopron, 1976).

It is difficult to assess the merits end weaknesses of most MT
studies undertaken in Eastern European countries. Sc; little account is
given of instrumentation, data analysis procedures and interpretative
techniques that it is difficult to make comparisons between studies.
One of the major criticisms however, which can also be levelled at some
other workers, is that the published apparent resistivity curves often
lack any scatter or error information. Without this, it is impossible
to determine whether minor inflections in the curves are statistically
meaningful or not. Reports of other studies often gllv_ifull details of
instrumentation, data analysis methods and interpretation procedures
and also plot the curves with scatter or confidence limits. This
practice should be standardised in some manner and adopted for the
publication of all MT results.

With these points in mind, several MT studies have been selected
for review on the merits of methods, site locations and ensuing inter-
pretations.

The tectonic history of the Southern Uplands of Scotland is
believed to be closely related to that of the Gulf of St. Lawrence
area of Canada (Phillips et al., 1976). This relationship is discussed
in greater detail in section 1.5. The region has been extensively
studied by two independent groups, Cochrane and Hyndman at Nova Scotia
and Garland and his colleagues at Torcnto. Each group employed both

MT and GDS methods. Figure 1.4 illustrates the region and the locations
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of the observation sites of both groups. In an earlier investigation,

Srivastava and White (1971) made MT measurements at three locations —
Sable Island, Halifax and Fredericton - but did not present apparent
resistivity results or interpretations. They did however state that
there was a strong attenuation of the vertical magnetic field at Sable
Island which was not in agreement with the usual ocesn edge effect. To
account for this, lateral conductivity variations beneath toth the
continent and ocean were postulated.

When analysing their GDS data, Hyndman and Cochrane (1971) also
obtained small transfer function estimates for their Sable Island (SI)
station. This feature and the frequency response observed at Dartmouth
(DM) were the major constraints when two—-dimensional modelling was
attempted. A bounded high conductivity zone (¢ 0.3 S.m-l} at lower
crustal depths was necessary to account for the SI response. A second
l.'zigh conductivity zone (o 1 S.m_l) at about 120 km, _EE‘rminat.ing under
the western side of Nova Scotia, was regunired to explain the DM observa-—
tions. They conclude?\{:the shallow zone was hydrated lower crust
(Hyndman and Hyndman, 1968) under Nova Scotia and as far east as Sable
Island. In a later analysis, Cochrane and Hyndman (1974) incorporsted
data from T MT stations in Atlantic Canada, 13 esdditional magnetic
stations in eastern North America and also some GDS data of Pitcher
(1972). The model that best accounted for both these magnetic field
observations and the prior ones differed only in minor detail from the
one earlier proposed (Hyndman and Cochrane, 1971). A section across
this optimum model along line AA' of figure 1.4 is illustrated in 1.5a.
This Scotia Shelf conductive zone was concluded to be part of a larger
region of high conductivity at lower crustal depths underlying much of
e North American Atlantic Coastal Plain.

the Appalacian system and th

This zone was considered best modelled in the lower crust rather than



Figure 1.4 Map of Atlantic Canada

showing the locations
of GDS and MT
observations

XY - Stations of Cochrane & Hyndman
(1974), profile M' illustrated
in figure 1.5a

x12 - Stations of Kurtz & Garlend
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in figure 1.5b
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the upper mantle. No depth variation was concluded across its breadth.

Because the heat flow reported for the area (Jessop, 1968) was not above
average, a partial melt zone model was considered unjustifiable. The
viable explanations stated were either hydration processes at depth, as
postulated previously, o high conductivity associated with ancient
oceanic crustal materials incorporated, but not chemically assimilated,
into a continental margin geosyncline. In their model studies, Cochrane
and Hyndman did not attempt to explain or interpret their MT results.
Their derived model therefore lacks the quantitative depth control that
is offered by the MT methods.

When interpreting their MT results, Kurtz and Garland (1976)
initially fitted one-dimensional models although all stations except
those on Prince Edward Island exhibited strong anisotropy. These models
were derived from the amplitude responses only even though the phase
responses appeared well estimated. The one-dimensional interpretation
of the rotated major data from site 10 yielded a conductive crust
overlying a resistive upper mai:tle. Site 14 however gave a resistive
ecrust over a conductive upper mantle. Because of the obvious enisotropy,
Kurtz ond Garland then undertook two-dimensional modelling studies with
both the Jones-Pascoe (Jones and Pascoe, 19T1; Pascoe and Jones, 1972)
and the Wright (1969) programs. Kurtz (1973) reported that both programs
gave similar resistivity results if the grid sizes were chosen with
care. The generalised model structure along profile BB’ is illustrated
in figure 1.5b. It is’'apparent that the Shield and Appalacian regions
represent two distinct provinces. In the Shield, the lower crust is

conductive and the upper mantle resistive whilst the reverse is true

of the Appalacian system. It is of interest that this information was

also gained by one-dimensional interpretations of the major apparent
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resistivity curves from sites 10 and 14. This will be discussed further
in chapter 6.

When comparing the two models given in figure 1.5, it is obvious
that both groups concur about the existence of a conductive zone under
Nova Scotia. The disparity between the models is in the depth to this
zone. Cochrane and Hyndman suggest 10 km, i.e. lower crustal conductor,
vhilst Kurtz and Garland believe it is about 40 km, i.e. upper mantle
conductor. Under the Shield however, the models totally disagree.
Cochrane and Hyndman postulate a normal Cantwell-McDonald conductivity
distribution (Madden and Swift, 1969) but Kurtz and Garland propose a
fairly conductive zone in the crust. These differences may be because
of the higher frequency information obtained by Kurtz and Garland
coupled with the quantitative depth control of the MT method.

A conductive zone at lower crustal depths under stable continental
crust has been reported by Dowling (1970) who made widezband (.05 s -
10h s) MT measurements at 16 locations in Wisconsin. Automatic one-
dimensional inversion of both rotated major and rotated minor apparent
resistivity curves by steepest-descent methods was undertaken. The
data analysis procedures applied by Dowling are commendable - application
of acceptance criteria and utilising a 'quality factor' as aweighting
function — but certain points about the interpretations could be queried.
As scatter or error bars were not given, it is impossible to assess the
statisticel meaning of the resulls or the interpretations. The two
resistivity curves - major and minor - for any one of sites 1 - U appear
jdentical in form to each other and each is separated from its counter-
part by a nearly frequency independent factor of approximately x10.
Accordingly, interpretation of either curve will yield interfaces at

the same depths as the other but layer resistivities which are x10

different. However, that these 4 sites, separated from each other by
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over 70 km, all display this effect is surprising. They would all need
to be close to a graben-type lateral inhomogeneity (Wright, 1970) which
was suggested by Porath (1971). Dowling selected the interpretation of
either the major or the minor curve from each site as representative of
the Earth's conductivity structure. The criterion for selection was
that interpretation which maintained the structural congruity between
adjacent sites. The dangers of interpreting the rotated minor curve

in some situations have been stressed by Rankin (personal communication).
The comparison between the 'preferred' models and the seismic sections
of the area published by Steinhart and Meyer (1961) showed close agree-
ment. No alternative models that also satisfy the data are given.
However, although in the author's opinion some quantitative aspects of
the interpretations can be doubted, the qualitative result that a
conductive zone underlies a stable region at lower crustal/upper mantle
depths cennot. This is in contrast to the remarks by Porath (1971) who
considered the low resistivities in the period range 40 s - 100 s were
due to lateral inhomogeneity effects.

Although MT variations have only been measured at a few locations
in Iceland, the full consideration given by Hermance to many other
geophysical parameters warrants a review of this investigation. In
1964, Garland and Ward (1965) operated three magnetic variometers on
an EW traverse in the north-eastern part of Iceland. Subsequent
analysis of the data led to the conclusion that there was a broad zone
of enhanced conductivity at a depth of approximately 30 km. In 1967,
Hermance and Garland (1968) followed this up by recording MT variations
at 4 locations, also in the north-eastern region. Data were analysed
using narrow band pass filters then computing time-dependent Cagniard
The results from three

resistivities by power ratio estimation.

stations were presented and all exhibited high scatter even though only
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visually correlatable signals were taken. Preliminary interpretations
of the data from each site were in agreement about the existence of a
conductive zone (o ~0.03 B.m-l) within 25 km of the surface. The
apparent spatial extent of this zone led to the conclusion that it
represented a manifestation of the re#iona.l state of the crust under
Iceland and was not just due to volcanism. The spectral observation
handwidth was increased by improved iastrumcntation and MT variations
in the period band 1 s - 10“ & were recorded at 3 further locations
during 1969 (Hermance and Grillot, 1970). The data from one location
were analysed by power spectral methods and Cagniard resistivities
estimated. These resistivities appeared isotropic, therefore relaxing
the need to estimate tensor impedances. One-dimensional interpretation

of the data necessitated a conductive zone of .05 S.mﬂl

and 20 km thick
within 1.5 km of the surface. From laboratory studies of the variation
of the conductivity of rocks with temperature, Hermance and Grillot
(1970) considered that the base of the conductive zone must be at a
temperature of 1100 — 1400 K. These conclusions support the suggestion
of Heirtzler et al. (1966) that the Curie isotherm (770 K) upwarps
along the Rekjanes spreading ridge. The base of the conductive zone
also coincides with a P-wave seismic velocity increase from 6.6 km. g
to 7.5 km.s"l at 15 - 20 km depth. That the conductive zone is within
1.5 km of the surface is presumed to be due to hot brackish water in
the sedimentary layers. The depth of the transition from predominantly
electrolytic conduction to predominantly solid conduction was estimated
to be at sbout 3 km. This depth coincides with a seismic velocity
interface between the 4 = 5 km.a_]' overburden and a 6.6 km.s * crustal
layer. However, in a later analysis, Hermance (1973b) considered fully

the possible conduction mechanisms which could give rise to the observed

conductive zone and concluded that the transition occurred &t a greater



depth than previously thought, about 8 ~ 10 km. The original data from
Lake Thingvullavatn (THI) was reprocessed in terms of a full tensor
impedance relationship and it was discovered, not surprisingly, that
the diegonal elements {zn and Zy.) were small (Hermance and Grillot,
197h). Accordingly, it was assumed that the MT fields were insensitive
to lateral inhomogeneity and that they described the vertical conduc—
tivity distribution. The apparent resistivity data were iuverted by a
Monte-Carlo technique (Greenfield and Turnbull, 1970) and a conductive
layer of resistivity 1 - 33 fim, thickness 7 - 17 km, with its top
interface at 3 km was well defined. When the inversion scheme was
constrained so as to include an interface at 10 km depth, which
coincided with the seismic crust-mantle boundary, the depth to the
conductive zone was reduced to 2 km and its resistivity to 10 - 20 Om,
becoming more conductive (1 - 15 fm) in the range 6 - 10 km. The
temperature of the crust-mantle interface at 10 km dt}_p_‘_c}a appropriate
for these conductivity values is of the order of 1300 K. This is
consistent with the high thermal gradients (60 - 120 K.km 1) observed
in boreholes on Iceland. At 10 km depth however, there must be a
sharp decrease in the thermal gradient to about 1 K.km - to accommodate
the MT results. Although local lateral inhomogeneities are obviously
not present around THI, it would be interesting to know whether the
data from Audkuluheidi (AUD) and Tungnaa (TUN), also recorded during
1969, are in agreement with those from THI. If they are not, do they
exhibit effects due to regional variations of depths, thicknesses and
resistivities of the layers?

The plains of Alberta have been extensively studied by both MT
and GDS techniques for over a decade. Magneto-telluriec investigations
vere undertaken during the early 1960's by various groups (Niblett and

Sayn-Wittgenstein, 1960; Srivastava et al., 1963; Srivastava and Jacobs,
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196k) and all proposed a zone of high conductivity around 80 km depth to
explain their observed responses. Caner et al. (1969), from en analysis
of both their own data and those of Vozoff and Ellis (1966), also
concluded that a conductive zone underlies the Rockies and south-western
Alberta at upper mantle depths. However, interpretations of MT ::c'bservu—
ations made at over 20 locations in Alberta by Renkin and colleagues
(Reddy and Rankin, 1971, 1972; Peeples end Rankin, 1973) led to the
conclusion that there was no evidence in their data for a high conducting
upper mantle zone. Their results were explainable solely by the
Western Canadian Sedimentary Basin. The longest period at which tensor
elements were estimated by Rankin et al. was 300 s. However, Caner
et al.'s (1969) apparent resistivity data show clearly that the inflection
in the curves, due to current penetrating the deep high conductivity
zone, occurs at around 400 s. Thus, it is possible that two conductive
zones exist, one at the surface due to the sedimtar_wasin and mapped
by Rankin, the other in the upper mantle discovered by the longer period
investigations. Phase information would clearly show a deep conductive
zone even at periods as short as 100 s. A GDS study of the region
(Camfield et al., 1971) shows a remarkable consistency in the magnetic
fields over Alberta. The main feature of the variations was a westward
decrease in normal Z, interpreted as due to the rise of a conducting
zone in the lower crust or upper mantle to shallower depths to the west
of the Rockies. This conclusion is in full agreement with that of
Caner et al. (1969).

The conductivity distribution benesth the oceans is being investi-
gated by both island-based and ocean-bottom MT observations. A rise
in the conductive mantle off the Californian coast is strongly suggested
from analysis of variations recorded by Cox et al. (1970). This

feature is supported by Larsen (1976), who found that the upper 400 km



is generally less conducting at Tucson than at Bermuda and Hawaii, and

by Winter (1976), who analysed data from the MODE (Mid-Oceanic Dynamic
Experiment) project. Kharin et al. (1976) re-analysed the results of

Cox et al. (1970) by contraining the amplitude data to be consistent

with the observed phase response. The analytical method for undertaking
such a procedure hac been detailed by Weidelt (1972), who determined a
‘reconstructed' phase response from the MT data published by Wiecse (1963).
Kharin et al. concluded that there is a conductive layer in the 70 -

150 km depth interval which was interpreted as the oceanic asthenosphere.

1.4 Geophysical significance of conductivity measurements

When deducing a temperature profile and/or bulk composition model
within the Earth from an estimated conductivity distribution, it must
always be borne in mind that little is known of the effects on conduc-
tivity, and other lithological parameters, of many fundamental variables.
Inferences and deductions about the Earth's structure Trom any surface
observations must be approached with caution. This has been stressed
by many workers and perbaps in its strongest form by Professor F. Birch
(1952) who states:

"Unwary readers should take warning that ordinary language undergoes

modification to a high-pressure form when applied to the interior of

the Earth: a few examples of equivalents follow:

High Pressure form Ordinary meaning
certain dubious
undoubtedly perhaps

positive proof vague suggestion

unanswerable argument trivial objection

pure iron uncertain mixture of all the elements.”
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The questionable exercise of inferring conditions prevailing within
the Earth from high pressure, high temperature conductivity experiments
in the laboratory on rocks with low pressure, low temperature histories
has been queried by experimentalists, notably Schlossen (1976) and
Duba (1976). Schlossen considers that the major differences between
true conditicns in the Earth and those attainable in the laboratory are,

(i) that either powderor polycrystal samples are used and (ii) that
different ambient atmospheres are present. Duba is of the opinion that
the time factor is of paramount importance and it cannot be reconstructed
in the laboratory.

Some of those parameters known to affect conductivity are: composition,
pressure, tempera.tﬁre, oxygen fugacity, phase, transition-metal ion
content, orientation, twinning, order-disorder, water content, partial-
melt and porosity (Keller and Frischneckt, 1966; Keller,.1966; Green,

1973; Shankland, 1975; Duba, 1976). It is obvious that nothing is known

of those parameters that do affect conductivity but which are not known

to do so. The relative importance of each of the parameters cited above

is depth dependent. For example, water content is of major importance

for upper crustal layers whilst temperature is for mantle depths. At

the depths of interest for this study, i.e. lower crust and upper mantle,
the variables of main importance in the interpretation of laboratory
conductivity measurements are: water content, temperature, oxygen fugacity,

percentage of partial melt and mineral content. Pressure is not signifi-

cant (Duba et al.,l9']’h'} except when it produces crack closure in near

surface rocks (Brace et al., 1975) and at depths where phase transitions

may be involved (Duba, 1976).

A full review of the probable chemical composition of the crust is

given by Ronov and Yaroshevsky (1969), who conclude that the most

widespread minerals in the crust are: feldspars (over 50%), quartz (10 -
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20%), pyroxenes and amphiboles (10 - 20%) and micas (3 - 5%). However,

for saturated rocks, electrolytic conduction by the interstitial fluids

will dominate other conduction mechanisms. The bulk rock conductivity

will be given by Archies law (1942) which states:

0, =0gn (1.1)

vhere 0. ~ rock conductivity
Op — pore fluid conductivity
n - porosity

and m - exponent, commonly 1 + 2 (Keller, 1966).

The effects of decreasing porosity have been investigated by
resistor array modelling studies (Greenberg and Brace, 1969; Shankland
and Waff, 197h). These experiments indicate m = 2 for pressures greater
than 3-4 kbar, i.e. after crack closure.

As was discussed in the previous section, there is a depth at which
electrolytic conduction becomes less dominant than semi-conduction with
ions, ion vacancies, electrons and electron vacancies as the cherge
carriers. For most regions of the Earth, this transition from one
dominant mechanism to another can be considered to occur in the upper
mentle. It was originally believed to take place at the Mohorovieic
discontinuity which divides the crust from the mantle. This discontinuity
is not always located however, especially in regions of tectonic
instaebility. It was first discovered in 1910 by Mohorovicic from
observations of compressional wave travel times from earthquakes but,

although much effort has been expended, there is still disagreement

about its nature. Two explanations have been suggested, a compositional

change from basic gabbro to ultrabasic peridotite or a phase boundary

between either gabbro and eclogite or serpentine and peridotite



20

(McKenzie, 1970). The transition zone between the crust and upper mantle
is considered to be of the order of 0.5 km wide (Nakamura and Howell,
1964) which is too small for a gabbro-eclogite phase change (Ringwood
and Green, 1970). A full discussion of the other two possibilities was
given by McKenzie (1970) who concludes that either is tenmable. Both,
however, give a peridotitic composition for the upper mantle whose
properties can be investigated by approximating it to an olivine layer
(Birch, 1970) of composition Mg, BFEO.QSiOh (Fujisawa, 1968).

Virtually all minerals display an increase in conductivity with

increasing temperature, governed by terms of the form

=E. /kT
i (1.2)

(Kittel, 1953) where Ei is the activation energy

o3 is the conductivity of the i'th mechanism at

temperature T

9oi is the conductivity of the i'th mechanism at

temperature 0 K
and k is Boltzmann's constant.
The exponential temperature dependence ensures & single conduction
mechanism dominates in a given temperature range (Shankland, 1975).
However, no one single conduction mechanism has been defined for

silicate materials likely to exist in the mantle.

Early laboratory experiments by various workers on olivine, of a

composition near 10 mole % fayalite (Fe,8i0),), showed very poor egree-

ment between them (Duba and Lilley, 1972). The values ranged over

three orders of magnitude at most temperatures. This gave rise to

th distributions

widely varying geothermal profiles when conductivity—dep

Duba and Nicholls (1973) showed the significant effect

were inverted.
Because of this,

oxygen fugacity has on the conductivity of olivine.
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the majority of experiments are now carried out with controlled oxygen
pressure. The present state of the art has been reviewed by Duba (1976).
He derived an olivine electrogeotherm by combining (i) the temperature
dependence of olivine, estimated from a Red Sea sample (Duba et al.,
1974) and an Arizonan sample (Duba and Nicholls, 1973), and (ii) mantle
conductivity distributions given in the literature. The electrogeotherm
is consistent with estimated temperatures below 150 km but at shallower
depths, the temperatures are considerably higher than can be explained
by semi-conduction in olivine. This result is taken by Duba to suggest
that the conductivity in the outer 150 km of the Earth is controlled
either by more conducting phases, perhaps interstitial water, partial
melting or grain boundary impurities, or by some other mineral species.
Figure 1.6 illustrates the temperature-depth profile for olivine
calculated by Duba, together with pyroxene geotherms (MacGregor and
Basu, 197k; Mercier and Carter, 1975) and postulated continental and
oceanic geotherms of Ringwood (1966).

It is apparent that a strict discontinuity between predominantly
electrolytic conduction and predominantly semi-conduction does not occur.
Until movre is known of the possible conduction mechanisms that will

dominate in the upper mantle, petrological and geophysical interpretations

of the derived conductivity in the upper 100 km of the mantle are not

possible. Many effects can be postulated, notably partial-melting and

hydration processes, but none can be assumed 2xclusively.

1.5 Geology and Geophysics of the Southern Uplands Region

1.5.1 Geology
A simplified geological map of the survey area is illustrated in

The main feature is the Southern Uplands fault, which

Uplands from the Midland Valley. Little is known

figure 1.7.

divides the Southern
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The Midland Valley of Scotland is the broad undulating lowland tract
between the Highland Boundary fault and the Southern Uplands fault. It
is known to be an ancient tectonic structure which has been subject to
powerful crustal movements, the first of which took place at the close
of Arenig times, i.e. during the Lower Ordovician. Large thicknesses
of Carboniferous deposits: - up to 2 km in the Central coalfield
(MacGregor and MacGregor, 1948) - characterise the region and these have
motivated a much more comprehensive mapping of the surface geology of
this region than of the Southern Uplands.

The geology of Northern England of interest in this study is the
vast sedimentary deposits in the Northumberland basin. The Carboniferous
sequences alone are greater than 3 km thick in the region between
Newcastleton (NEW) and Towhouse (TOW) (Eastwood, 1953).

When attempting to determine the tectonic history of the area, the
importance of Caledonian earth movements soon becomes apparent. The
geology of the southern termination of the Caledonides has been reviewed
in full by Dewey (1974) who concluded that the Southern Uplands essentially
divides two distinct domains, the Grampian and the Celtic. Also, he
states that there is no evidence of pre—-Caledonian basement underlying
the Southern Uplands zome. From other lines of evidence, the existence
of an ocean between Scotland and England - the Tapetus or Proto-Atlantic

Ocean - during early Palaeozoic times is corroborated. The ocean was

first suggested by Wilson (1966) from consideration of faunal realms.

The separation between the two continental masses was clearly eliminated

by the end of the Caledonian orogeny (c.360 Ma) from palaeomagnetic data

(Briden et al., 1973). The plate tectonic processes causing the closure
et Y i

are still uncertain and meny models have been postulated to explain the

surface geology. Some of these models have been reviewed by Moseley

(1975). Models that accepted powell's (1971) hypothesis of continental
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erust under the Southern Uplands and interpreted the Midland Valley as
the oceanic remnant (Gunn, 1973; Jeans, 1973) vere quickly rejected on
palaeontological grounds (Williams, 1972). Closure by two subduction
zones, one Benioff zome in the north-west along the Southern Uplands
fault (approximately) and the other in the Solway-Northumberland basin,
was first postulated by Dewey (1969) and has received support from
Church and Gayer (1973), Williams (1572) ana Phillips et al. (1976).
Other authors concur on the existence during the Ordovician of a
northward dipping Benioff zone between the Midland Valley and the
Southern Uplands (Garson and Plant, 1973). Some of them suggest that
obduction occurred at this boundary (Church and Gayer, 1973; Mitchell
and McKerrow, 1975; Floyd, 1976). Fitton and Hughes (1970) suggest

the closure of the Iapetus was by the southward dipping Benioff zone.
The most recent and comprehensive work on the subject (Phillips et al.,
1976) proposed that the Iapetus ocean was a minimm of 600 - 800 Xm
wide during Arenig (c.500 Ma). This is comparable with the width of
1000 + 800 km estimated by Briden et al. (1973). Phillips et al. also
propounded that the two Benioff zones were not parallel but at an angle
of 14° - 18° to each other. This caused the collision point of the two
zones to migrate from NE to SW at a rate of about 17 u.rr-]', a value
deduced from volcanism ending at progressively later dates towards the
south-vwest, A post-collisional dextral slip of 980 km along this Iapetus
suture was suggested. This was postulated to explain the convincing
evidence of Mitchell and McKerrow (1975) that north-westerly subduction
continued until lower Old Red Sandstone times (c.hl5 Ma) whilst volcanism
in the Lake District ceased in the lover Caradoc (c.W73 Ma). The
Tapetus suture in Britain was concluded to be along the Northumberland
trough-Solway Firth line due to the existence of an elongated basin in
the region during the lower Carboniferous EREIEE, (173%1s/| 18 mote). of
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Phillips et al. for the suture zone during Llandeilo (c.480 Ma) is
illustrated in figure 1.8.

Due to the parallel tectonic history of eastern Canada (Phillips
et al., 1976) it is appropriate to note here that from faunal evidence,
the Iapetus suture has recently been located in Newfoundland as the
Reach fault and its southern continuation, the Cape Ray fault (McKerrow
and Cocks, 1977). This gives a strong basis for assuming that the
Gibbs Fracture Zone (Grant, 1972) represents the manifestation of the
Tapetus suture on the Newfoundland and Irish continental margins

{Scrutton, 1974).

1.5.2 Geophysice
When comparing the British Isles with some other high technology

countries, e.g. North America, Germany or Russia, it becomes apparent
that little geophysical exploration of the mainland has been accomplished.
This is possibly due to the complete and comprehensi;é_' geological

mapping of Britain which, in part, circumvents the need for exploration
of economic regions by applied geophysical techniques.

Considering the South of Scotland in particular, a complete Bouguer
anomaly gravity map has yet to be published. An aeromagnetic map of
Great Britain has been published by the Institute of Geological Sciences
and the region of interest for this work is shown on sheet 1 (1972).
Certain areas in southern Scotland and northern England have been
surveyed in detail by either gravity or ground based magnetics or both.
These areas include the Ballantrae complex (gravity and magnetics -

Powell, 1977a), the Fleet granites (gravity - Parslow, 1968; gravity

and magnetics - Powell, 1977b), the western Midland Valley (gravity -

McLean and Qureshi, 1966) and the north eastern Southern Uplands

(gravity — Hipkin and Lagios, personal commmnication). A Bouguer
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anomaly map of the coastal and inlang region around Fleet has been

presented by Parslow and Randall (1973). The regional aeromagnetic map,

the western part of vhich has been interpreted by Powell (1970), shows
features reasonably consistent with the surface geology. The Southern
Uplands fault is represented by a narrow line of magnetic highs whilst
the Ordovician sediments south of the fault are broad lows. The broad
line of highs for the Bilﬁrian sediments are cut perpendicularly by
magnetic lows caused by the Tertiary dyke swarm radiating from Skye.
Local seismic studies of formation velocities have been undertaken
at various sites in the Midland Valley by Hall (1970, 1971, 1974). Near
surface Lower Palaeozoic sediments are reported to have a compressional
wave velocity of 3.65 - 4.3 kn.s . Knowledge of sedimentary layer
velocities is important for reducing arrival times for deep studies.
Deep seismic studies of the region have been fairly extensive due to
the U.K.A.E.A. permanent seismic array station locatefjt Eskdalemuir.
In one of the first reports on the form of arrivals at Eskdalemuir,
Agger and Carpenter (196l) calculated a resultant positive time term
for the array. This implies that the station lies very close to
materials transmitting compressional waves at Pg (sub-sedimentary layer)
velocities. They also interpreted their results to be indicative of
lateral variations in the Moho, between 22 km and 35 km depth. Along
a line passing through Eskdalemuir and parallel to the structural strike
of the Southern Uplands geology, they concluded that the Moho is flat
at a depth of 28 km. In a later investigation, Collette et al. (1970)
concluded that this depth is underestimated and state a Moho depth of

33 - 35 km. They concur with an interpretation by Jacob (1969), who

velocities recorded by the array, of' a velocity

£o 6.5 km.s *.

analysed crustal phase

=1
increase at 10 — 12 km from approximately 6.0 km.s

Howe to ensure their model was consistent with their data, Collette
ver, to
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et al. had to propose a layer of velocity about 7.0 km. 3—1 1 I

of the crust,

A major seismic study has recently been carried out by a joint
Anglo-German group. This Lithospherie Seismic Profile in Britain
(LISPB) was operated as four reversed lines and the preliminary results
vere reported by Bamford et al. (1976). The initial T - X° fits to
PP arrivals infer a clear Moho discontinuity at 32 - 36 km benzath the
Southern Uplands. A more detailed analysis however (Bamford, 19773
Nunn et al., 1977) revealed that the Moho discontinuity changes in
nature from a sharp transition under the northern part of the Midland
Valley to a gradational change (over 5 km) under the Southern Uplands.
Also, there is a possible horizontal discontinuity in the pre-Caledonian
basement between the Southern Uplands fault and the Stublick fault and
a lower crustal layer appears to shallow beneath the Southern Uplands.
The interpreted aéismic section is illustrated in figure 1.9.

Various electromagnetic studies have been operated in the Southern
Uplands prior to this work. Their locations are illustrated in figure
1.10. The first reported was an MT investigation at Eskdalemuir and
the Irish Sea by Jain (1964) and Jain and Wilson (1967). The time-
varying fields were recorded in the period band 8 - 6000 s. The Irish
Sea telluric observations were by telephone cables connecting various
points. They had previously been employed by Bowden and Hughes (1961)
for estimating the rate of flow of water in the Sea. The magnetic
observations were of the horizontal field varistions perpendicular to
the cables and were made at the end of each cable, At Eskdalemuir,

both components (NS and EW) of both fields were measured. Because of

the single component resistivity measurement for the Irish Sea

g i e valid only if the sub-
observations, meaningful interpretations er

surface is exactly one-dimensional. Any departure from this ideal



500 600

400

200

700

300

100

0(km)

SUF

HF

GGF

8.0

@
i

b

\ /

6.4+

S

7-9

Figure 1.9

W

(=]
™

Seismic cross-section through Scotland
and Northern England

-reproduced from Bamford & Prodehl (1977)



28

state was not only unperceivable but also could not be modelled. The
data recorded at Eskdalemuir however enabled computation of both
components of apparent resistivity. Jain and Wilson accomplished this

by hand-scaling quasi-sinusoidal data and calculating the two apparent
resistivities from equations 2.13. The two sets of data appear isotropic
to within experimental accuracy, justifying a one-dimensional interpre-
tation. Jain and Wilson however considered that the two profiles were
not identical and attributed the differences to esnisotropic layers. If
the separation of the profiles is statistically meaningful, lateral
inhomogeneity is more likely to be the cause than large-scale enisotropy.
Interpretation of the Eskdalemuir data (apparent resistivity data alone
as phase was not estimated) by using Yungul’s (1961) curves yielded a
three layer geo-electric section. The top layer resistivity value was

in the range 300 - 2000.2m, the middle layer 8 - 88.am and the basement
over 1000.am. The middle layer thickness was estimated at between

3 - 4O km with its base at. a depth of 18 - il km. They stated the optimum
model as a 10 km thick top layer of 3000.2m, underlain by 20 km thick
layer of 45.am with a basement of 2500.nm resistivity. The Portpatrick-
Stranraer telephone cable was aligned roughly NE/SW therefore, if the
Eskdalemuir snomaly is a two-dimensional feature, the apparent
resistivity estimates were ROTATED MAJOR (see chapter ). One-dimensional
invefsion of this data is valid under certain assumptions (section 6.2).
The interpretation of the Portpatrick-Stranraer data also gave a
conductive zone of 40.nm between 18 - 38 km depth.

Osemeikhian and Everett (1968) operated 3 three-component proton

magnetometers at 10 locations in Northern Ireland and Southern Scotland.

The field components were sampled at minute intervals and, after band

averaging, 12 minutes was the shortest period at which estimates were
E ]

made. They noted high frequency attentuation at Eskdalemuir (ESK) and
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Glenlee (GL) - see figure 1.10 - but not at the other stations. This
was interpreted as due to a lens of high conductivity materials, within
the top 100 km, restricted to the south-western Southern Uplands of
Scotland. That the Z attentuation was not apparent at Aldergrove (AL)
in Northern Ireland is surprising due to the tectonic position of the
station. The anomalous zone was not considered to continue to the
north-eastern Southern Uplands from seismic evidence alone, as magnetic
variations were not recorded in the area,

Edvards et al. (1971) undertook a large scale gecmagnetic study
of the British Isles and Eire with 5 to 8 instruments operated. They
recorded geomagnetic variations at 49 locations. Those stations in the
Southern Uplands region are illustrated in figure 1.10. The data were
averaged into 14 period bands, with centre period from 12 mins to 480 mins.
Plots of power levels, relative phase and induction vectors all reveal
an anomalous region in the Southern Uplands which was interpreted as a
lower crustal or upper mantle conductor. The in-phase induction vectons
also identified the Atlantic Ocean and the shallow seas as conductors.
Edwards et al. proposed that current in the North Sea 'leaked' to the
Irish Sea through the anomalous Southern Uplands conductor. There was
no indication that it extended &s far as the Isle of Man or into
Northern Ireland. Three possible explanations were suggested to account
for the 'Eskdalemuir anomaly'. They were (i) an compositional change
at an unknown depth causing an increased fayalite content in the
olivine, (ii) high water content of deformed marine sediments, or (iii)
graphitic schists existing at depth. In a revised interpretation
utilising the 'Hypothetical Event Technique' (Bailey et al., 197h),
Bailey and Edwards (1976) showed that the Eskdalemuir anomaly could be
an expression of Caledonian orogeny. The NS polarised hypothetical

event showed a NE-SW lineation in the guadrature vertical component.
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This lineation extended across the Irish Sea.

Green (1975) measureq geomegnetic micropulsations in the period
band 10 - 600 s at six locations in the British Isles. Two of these
(Eskdalemuir - ESK, Earlyburn - EB) were in the Southern Uplands. At
long periods (greater than 1000 s), the observed responses at these
stations were consistent with earlier studies. The small in-phase and
quadrature vectors at ESK for all periods were considered to argue
against significant lateral geoelectric inhomogeneity in the surface
rocks around the station. At Earlyburn however, the in-phase arrow
rotated smoothly with decreasing period from 90°E at 90 s to 20°E at
20 s. This, and the significant quadrature vector, is assigned to a
conductivity contrast across the Southern Uplands fault, with the

higher conductivity rocks to the north.

1.6 The Purpose of the Induction Studies

et

It was obvious by 1972 that the Southern Uplands of Scotland is a
region of major geological and geophysical importance. Previous
geomagnetic induction studies had revealed the existence of a conductive
layer beneath the Southern Uplands but i depth had been estimated from
MT observations at only one location. Geological evidence indicated

the presence of an ocean, during Ordovician times, between what is now

the Midland Valley and Northern England. The tectonic history associated

with the closing of this ocean was, and still is, subject to ver ification.
The GDS studies were long period (greater than 700 s) geomagnetic

investigations. Such observations could not give information about

crustal conductivity distributions due to the large skin depth at such

periods. The generalised skin depth (equation 2,27) at TO0 8 for the

optimum model of Jain and Wilson (1967) is over 170 km. Thus, higher

frequency information was required. Synoptic array studies at long



pericds are knows to isticete crustal conductivity structure because
the derivable real-tise phase estimates are sensitive to crustal layers.

Is crder %o isvestigate the sncmaly further, it vas decided to
operate s tweaty stations mymoptic arrey study vith Gough-Reitzel
magpetoneters - kindly lest by Dr. I. Gough - then make single station
wide bani NT observaticns st desiradle locations.
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CHAPTER 2
THEORY

This chapter will begin with a brief history of research into
geomagnetic inducticn phenomena, concentrating mainly on the develop-
ment of the magneto-tellurie technique. Relationships, which can be
developed from the basic Maxwell's equations, useful for both geo-
magnetic depth sounding and magneto-tellurics, will be stated.
General geomagnetic induction in structures of increasing complexity
will be considered and paremeters that aid identification of the form
of the real earth below the recording site will be formulated.

Full theoretical treastment will be given only where considered

expedient.

2.1 Brief Historical Review

The first systematic study of magnetic and telluric field relations
appears to have been performed by Airy (1868). However, it was not
until Schuster (1889) separated the observed Sq geomagnetic field
variations into parts of internal and external origin that & method
for gaining qualitative information about the electrical conductivity
structure of the earth became viable.

Prior to 1940, research concentrated on the spherical harmonic
analyses of Sq (quiet day), L (lunar) and Dst (storm time) variations
to derive the conductivity and depth of a uniform sphere model that
was most consistent with the observed data (Chapman, 1919; Chapman and
Price, 1930; Ba.aega.ml!., 1936). The simple uniform core model for the
earth was soon reject.e.d in favour of non-uniform models (Lahiri and
Price, 1939) and data from secular variations were utilised (McDonald,

1957) to estimate the conductivity of the lower mantle.



Differing magnetic fields, particularly in the vertical component

(H,), were observed at two very closely spaced stations by Schmidt
(1909) but were not attributed to local induction effects until much
later (Meyer, 1951). The dependence of the magnetic and telluric

field relationships on the conductivity of the earth vas measured
(Tereda, 1917; Hirayama, 1934; Hatakeyama, 1938) and Schelkunoff (1938)
introduced the concept of impedance in electromagnetic studies.
Tikhonov (1950) realised the potential of utilising the natural electro-
magnetic fields of the earth. However, it was Cagniard (1953) who
published the first paper to show a method of deriving the conductivity
distribution with depth, below the recording site, from the amplitude
and phase of the orthogonal horizontal magnetic and telluric field
vectors. Recursion algorithms to derive the apparent resistivity and
phase response at a certain frequency on the surface of a plane leyeved
model were given by Wait (1954) and Lipskaya and Troitskaya (1955).
Interpretation was by curve-matching the observed rt?sponse to a
theoretical response.

Wait (1954) cast aspersions on the validity of Cagniard's assumption
of plane wave sources, since finite ionospheric sources do not give
rise to normally incident plane waves. Also, magneto-telluric results
inferring conductivity distributions well into the mantle (Migaux,
Astier and Reval, 1960) did not agree with spherical harmonic analyses

of the geomagnetic field (Lehiri and Price, 1939). This led Price

(1962) to develop & general theory for the magneto—telluric nmethod

vith finite dimensions of the source fields. Srivastava (1965) extended

the recursion algorithm of Lipskaya and Troitskaya to include the

effect of finite source dimensions and gave a curve-matching technique

for estimating not only the conductivity layering parameters but also



the wavelength of the source (if both horizontal components of the
magnetic field are measured).

However, computer modelling studies undertaken by Madden and
Nelson (196k) and Srivastava (1965) indicated that for realistic earth
conductivity profiles, the plane wave source field assumption is valid
for periods up to 107 seconds. Svift (1967) analysed magnetograms from
twc stations 1300 km upart {(Dallas and Tucson) at mid-geomagnetic
latitude and concluded that, for the period band 10° s to 10° s, the
vavelength of the source field must be in excess of 10* km. This

=3

corresponds to & wavenumber (kT = 2w/A) of the order of 1072 w* and

therefore, from Srivastava's studies (1965), Cagniard's assumption is
valid at mid-geomagnetic latitudes for periods up to 10° s.
It soon became apparent that the scalar nature of Cagniard's

impedance relstionship, given by

0 ' -
w3 Zyy| | Bx : ot
By | L%x © JU%y
did not give interpretable, meaningful or consistent results in areas
of lateral conductivity variations. Heves (1957) was the first to

recognise the tensor nature of the relationship between the magnetic

and telluric fields, and employed a tensor admittance formalism, namely

e | | B ||

B | Y Yo
Bostick and Mth (1962') showed that the admittance tensor could
be rotated so as to minimise the aiagonal elements (Yyy (), Ygy (0)).

The tensor is thus reduced, as far as possible, to the Cagniard repre-

sentation.
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Other workers however, followed the lead of Berdichevskii (1960,
1963) and Tikhonov and Berdichevskii (1966) ana inpeEsan tia relation-

ships in the form of an impedance tensor,

Bl B B [
P By ||y

% (2.2)

Many methods have since become available for computing the tensor
impedance elements by employing statistical and spectral techniques
(Sswift, 1967; Morrison et al., 1968; Sims and Bostick, 1969; Reddy and
Rankin, 1973). Various criteria have been used to decide on the angle
that best represents the gross structural strike of the anomaly, if a
quasi-two-dimensional structure could be assumed. This is discussed
more fully in section 2.4.3,

As the instrumentation for data acquisition became more reliable,
greater quantities of data became available for analy_:_ais from each
recording site. However, apparent resistivity results derived from a
large number of data sets exhibited a high degree of scatter. Thus
workers became more critical of their data. This implies some data

qualification techniques need to be employed which, because of the

large quantity of data involved, must be computerisable. Intuitive

data screening methods became too impractical.
The first type of data qualification technigue utilised was to

employ acceptance criteria. The most favoured in magneto-telluric

studies is that the coherence between one telluric component end one,

s 2 2
or both, of the magnetic components (i.e.yypor v ygp) Should be

sbove a certain level. Examples of acceptable coherences are given in

table 2.1. The large variability between authors indicates the diffi-

culty of rigorous comparison. A fuller discussion of a more satisfactory
y of rigo

coherence function to employ is given in section 4.4.4. Another



TABLE 2.1

Minimum coherence criterion, employed in

recent MT studies, for acceptance of data

swift (1967)

Caner et al. (1969)

word et al. (1970)

Reddy & Rankin (1971)
Vozoff (1972)

Kurtz (1973)

Nienaber et al. (1973)
Cochrane & Hyndman (1974)
Reddy et al. (1976)

Rooney (1976)

0.56

2
YnED

0.8

0.64
0.9
0.9
0.8

0.765
0.9

0.8
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acceptance criterion commonly used is that the power of all four traces

should exceed a certain 'noise' power level. This noise could be due

to instrumentation noise, digitising procedure, digital recording

errors, etc.

Once data acceptance criteria had been applied, workers began to
use weighting functions to emphasise the well estimated data points
when averaging. Intuitive weighting was employed by Ward et al. (1970),
who plotted resistivities with an associated coherence greater than
0.8 with a different symbol from those with coherence less than 0.8.
Caner et al. (1969) gave resistivities with a coherence greater than
0.9 a weighting of three (unity weighting for those with coherence
less than 0.8) when averaging. Dowling (1970) utilised an 'empirically
derived quality factor', dependent on polarisation characteristics,
coherences and rotational properties, as a weighting function.

Indicators of the gross dimensionality of the subsurface can aid
interpretation of the data. The first signature formulated exploits
the skew properties of the impedance tensor (Swift, 1967) and is
rotationally invariant. Other dimensionality indicators utilise the

vertical magnetic field component (H,) related to the horizontal

components by

By = Mg * By (2.3)

(Everett and Hyndman, 1967a) and are the 'tipper' (Vozoff, 1972) and

Vozoff, 1976).
its associated 'skew', 'phase' and 'coherency' (Jupp and Vozoff, 197 )

in i 1 ies was shown b,
The role of thel HZ component in induction studies v

1962, 1964) who introduced the comcept of the 'best
3
etic field (Hy, Hy) with

Parkinson (1959,

correlating direction' of the horizontal magn

the vertical. The frequency domain form (2.3) gave rise to the single

station induction arrows defined as
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1
Ir| = {&i + nil‘ (a) 0, = arg (R) = m‘1(~n )(b)

W [

.

1] = 2+ 21 (&) o = arg (1) = m’l(-—n )m (2.4)

2l

The direction of the real induction arrow is reversed so as to
point toward areas of current flow, following Parkinson (196L). There
is much dissention between GDS workers about the meaning of the
imaginary arrow. Its direction is reversed for consistency with 2.4b
and with other workers (Gough, McElhinny and Lilley, 197h; Banks and
Ottey, 19Thk; Green, 1975).

Comprehensive accounts of methods of estimating and presenting
the transfer functions (A, B) are given by Schmucker (1970), Banks

(1973) and Lilley (1974).

2.2 Relationships from Maxwell's Equations

Maxwell's basic equations in a source-free medium state

div B = 0, (2.58)

divD = p, (2.5b)

curl H=J + 8D , (2.5¢)
3t

curl B= 6B | (2.54)

From equations 2.5, the vector Helmholtz equations (dependence on

exp (iwt) assumed)

ver-xﬁg_=o, (2.6)

i stant
where F is either Eor i and the propagation con ’

2 i —'U‘)'
k= up (io
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can be derived by utilising the relationships,

2 RS (2.7a)

B = yH, (2.70)

J = ok, (2.7¢)
unigorm

where €, p and o are the permittivity, permeability and conductivity
respectively of the medium, This development has been well covered
in the literature (Grant and West, 1965: Ward et al., 1973).

The wave equation formalism of 2.6 can be reduced to the diffusion
equation by neglecting the displacement current term (mgpe) of the
propagation constent and considering conduction currents only. Then

the propagation (more correctly 'diffusion') constant will be
ki = iwpo. (2.8)

Consideration of minimum conductivity and maximum permittivity

values possible within the earth's crust and mantle give a ratio of

the amplitude of conduction currents to that of displacement currents

of
= -
c:we=l:Tx10 "w

L5 - =]
(for Umin - 10-5 S.m 1, sm = 7.x 10 10 F.m = for saturated porous

rocks with a dielectric capacitivity of 80, Grant and West, 1965).
=} 2 :
For a radian frequency of 0.628 rad s (corresponding to a period of
10 s, the shortest period variations recorded in this study) the ratio
]

5

is one to 5 x 10 7.

The vector diffusion equation given by
Vo = ouf (2.9)

does not represent the propagation of steady waves but the diffusion

of tor field F into the medium, the amplitude of the vector decaying
vector ®
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exponentially with penetration. The depth at which the field F has an

amplitude of 1l/e of that at the surface of the medium, called the 'skin
depth', is considered in the following sections

General solutions to 2.9 are given by linear combinations of the

where |k}2E + k:_ + k:| = |k§] = wyo.

Three inter-related inductive response functions can be defined
for the medium (Schmucker, 1973). These functions are dependent on
frequency and tangential source wavenumber kp, where k,?, = ki + ki.

They are the impedance Z (uw, kT), the inductive scale length C (w, kT),
and the ratio of the internal to external parts of the magnetic surface
field 8 (w, k‘I')' The primary objective for magneto-telluric investi-
gations is to estimate Z (w) whilst GDS studies attempt to evaluate

S (w).

The relationship between the spatial gradient of the horizontal
magnetic field, and the ratio of the orthogonal components of the

horizontal electric and magnetic fields, has been shown by Schmucker

(1970) and Kuckes (1973a and b) to be

‘el
Hz 6. - 2 HX; Yis - (w). (2.12)
¢ H 1wy X

The impedance of the earth has been estimated from the spatial

cheracter of the magnetic field by very few workers, notably Kuckes

(1973a) and Lilley and Sloaae (1976). Much scope exists in GDS studies

for utilising 2.12.
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2.3 General Geomsgnetic Induction Over One-Dimensional Structures

2.3.1 Homogeneous Half-Space

The most rigorous theory of electromagnetic induction in an homo-
geneous earth having a plane boundary was advanced by Price (1950) »
and wes reviewed by Rikitake (1966). Price showed that two types of
solutions to the diffusion equation (2.9), constrained by the usual
boundary conditions at the air/mediun interface (i.e. the tangential
components of E and H, and the normal component of B, are continuocus),
are possible, 6 Only one set of solutions need be considered for electric
field induction by a magnetic source field (solutions of the first type).
Conversely, solutions of the second type correspond to the free modes
of decay of a varying current distribution which is unaffected by any
external eleciric field and demands a zero magnetic field outside the
medium. One important conclusion to be drawn from first-type solutions
is that the induced currents flow everywhere parallel- to the surface of

the conductor. It can also be shown from Snell’s law of refraction,
lr.o sin Bo = kl sin 91

wavenumber of the field in the air

where k
o

angle of incidence

- wavenumber of the field in the medium

S

0, - angle of refraction into the medium

that © '\-Oo (Kurtz, 191'3). Therefore, regardless of the angle cf
: ¥

incidence, the low frequency electromegnetic waves will propagate

vertically downward.

Cagniard's definitive peper (1953) on the basic theory of the

magneto-telluric method established

is related to orthogonal electric and magnetic horizontal field

that the resistivity of a medium



components observed at the surface by

2
Py = o . (2
wu HY s .13a)
2
pr i3 'w_l 'E_Y ) (2.13b)
u | H,
and pyy = Pyx-

The phase of the magnetic field is retarded by an angle of w/k

with respect to that of the electric field. The skin depth is given by
- MTER,
6 = gatey ™ (M ) . (2.1%4)

Equations 2.13a, 2.13b and 2.1k can be expressed in terms of the

experimentalists 'field' units as

: 2
Ex
pxy = 0-°T "u—y‘ (2.15)
and § = 0.503 (pT)% (2.16)
where E is measured in mV/km,

H is measured in gamma, Y,
T is the period in seconds,
p is the resistivity in ohm.m,

and & is the skin depth in km.

In Cagniard's development, it was implicitly assumed that

2
Iig | = I |? >> |kl + K| (2.17)



which is equivalent to

62 <<:L-_

This requires the source field to be reasonably spatially uniform
(i.e. k, ky + 0). A more general theory was developed by Price (1962)
in which he considered a source of non—infinite horizontal extent with
a wavelength of A = Zw/kT. Both Wait (1954), and later Price (1962),
gave the necessary correction to 2.13a and b. Defining the resistivity

to be related to the complex impedance by

Zyy, yx(0s k-1-)|2 ; (2.18)

-
Wy

pn,ﬂ=

then Z, as given by Price (1962), is

lt
2 (w, Xq) =(§Y§)(1 - zzﬁm) : (2.19)

vity of the half space is underestimated by a

Thus, the resisti

factor of

2 =

k'I'

|1 = 2iwpo (2.20)

which is a function of freguency.
earlier section however, this factor

5

For reasons specified in the

if the period is less than 10“ s.

need not be corrected for

2.3.2 N-Layered Isot_rgpic- Half-Space

Cagniard (1953) showéd that an 'apparent’ resistivity, analagous
£ the DC sounding method, could be calcu-

to the apparent resistivity o

lated from an extension of 2.13 to
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2 2

B, (T)

Hy (T) o

Hy '(T)

1

Pa (T)=—]; e
Wy

wi (2:21)

and also the 'apparent' phase to

() (T)
g (1) = arg(:—xx- (T)) = arg (% (1) ) -7 (2.22)

Cagniard suggested curve-matching the measured apparent resistivity
and phase responses to that of a layered earth model. He presented the
master curves for two-layer models and master curves for models of more
complexity have been published in the literature (Yungul, 1961;
Srivastava, 1967). The forward problem of calculating the response
function measured at the surface of an N-layered isotropic half space
is discussed in detail by Ward et al. (1973), who restated the recursion
algorithm of Wait (1962), and by Keller and Frischknecht (1966), who

expounded that of Lipskaya and Troitskaya (1955). The latter states

k

. -1 =3
z_(w) =+;gw coth l:klhl + coth ( ﬁ coth[k2h2 + coth (
1

2
ik k h 4 cm;h_':L k
LR BO’th kn_‘z coth n_l n_l n—l seww (2 -23)
Tkl k
n-1 . 5

where Zo(m)' is the impedance

k. is the propagation constant for the ith layer given by
i

3 3
wH.O- WH-0.
11 ¥ RIS B 2.24
ki=(-—-§—-) = 1( > ) ( )

h. is the thickness of the ith layer.
i

A program was written to calculate the apparent resistivity and

phase response for an N-layered geometry employing the algoritbm of

2.23. Some typical results are given in figure 2.1.
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[ o JOs .
Srivastava extended the recursion relationship 2.23 to include

the effects of finite source field dimensions. The only correction is

to the propagabibn constant, 2.24, which must be expressed as

kg =7;_(|: (k? k;)i +k§]; +

s [(kl{'fhi)i-ki]i ) (2.25)

Ll

where kp = (ki + kg)1 as previous.
Equation 2.25 reduces to 2.2L4 for k, > k., as stated by 2.17.
The 'skin depth' concept allows intuitive insight into the pene-
tration of the field vectors.' It is useful therefore, to attempt to
generalise the relationship given by 2.1k for an N-layered geometry.

Sims end Bostick (1969) propose that the depth be defined such that
§(w)
Re U Bt )Y ax } -1, (2.26)
(o]

where o (z) is a continuous function of depth. For a discrete conduc-
tivity distribution - ai,_i =1, N - with each layer having an intrinsic
skin depth given by 2.14, the depth at which the fields have a value

of 1/e of their surface values can be expressed as

-1 h. .
§(w) :E "i*“m(l"zf) > (2.27)
i 1

i=1

_ where the mth layer is given by

m-1 h. m h;
Hgrsidcl 3
i=1 i’ i=1 1

Figure 2.2 illustrates use of 2.27 by computing the generalised

skin depths at different periods for the conductivity distributions

of figure 2.1.
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Figure 2.2
Generalised skin-depths 2

y. period (equation 2.27) 1

for the models shown !
in figure 2.1 3




2.4 General Geomagnetic Induction for Two-Dimensional Structures

2.4.1 General Considerations

Two-dimensional structures are those whose conductivity distribution
is a function of two space co-ordinates, the vertical (z) component and
one horizontal (y, say) component. The scalar surface impedance given
by 2.1 (ZXY’ ZH), vhich ‘s a complex conjugate pair for a one-
dimensional earth, are not sufficient to describe the relationships
between the horizontal magnetic and telluric fields. A second rank
tensor is required to represent fully the impedance function (equation
2.2). The diagonal elements (ZIK’ ZH) describe the coupling between
parallel field components.

Equations 2.5c¢c and 2.5d can be reformulated as

curl H = o (y, 2z) E, (2.28a)

curl E

- duyl, (2.28b)

by neglecting, as before displacement currents.

A1l quantities in 2.28a and 2.28b are independent of x, therefore

the equetions reduce to

%f B, - '—:—; Hy =0 (y, z) E » (2.293)
%;Hx = o (v, 2) E, (2.29b)
-%—;Ex =g (y, z) E,. (2.29¢)
-g;gz o %;Ey - - dwd, (2.30a)
%.z_ Ey = - dul, (2.30b)
L8 B - - dwH . (2.30¢)



L6

These six equations can be decoupled into two distinct modes. In
one mode, the electric vector is polarised along the independent axis
(Ex) and the mode is desecribed by 2.29a, 2.30b and 2.30c, which involve
field vectors, Ex' Hy’ Hz only. The other mode, which employs field
components H_, Ey’ E ., is totelly independent of the first. This mode
is characterised by having its magnetic vector polarised along the
independent axis and the field relationships are given by 2.29b, 2.29c
and 2.30a.

The magnetic vectors, Hy and Ez, can be eliminated from equations

2.29a, 2.30b ard 2.30c to give an elliptic equation in E
-—x-t--s-— = k- K., (2.31&.)

The equation describes the E-polarisation (Jones and Price, 1970) or
TE (transverse electric, Sims and Bostick, 1969) mode. Analagously,

an elliptic equation in Hx’ namely,

2 2

82 WRAMNGE. HNL L2
.5;2- x+622 x = kg H, (2.31b)

can be derived by eliminating the electric vectors from 2.29b, 2.2%9¢

and 2.30a. This corresponds to the H-polarisation or T™ (transverse

magnetic) mode.

2.4.2 Typical Two-Dimensional Models
(a) Fault
One of the two-dimensional models studied most extensively is the

vertical fault structure (figure 2.3)- D'Ercéville and Kunetz (1962)

examined analytically the problem for H-polarisation and concluded that

continuity of the normal component of the current sheet across the

i inui in the electriec
: =3 _agty=0) demands & discontinuity in
boundary (.]yl iyp ¥
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component (cl Eyl * o, Er2 from 2.7¢).

The orthogonal magnetic vector
{Hx) however is continuous across the boundary. Therefore, the Pyx
apparent resistivity, as defined by 2.13b, will itself be discontinuous.
Weaver (1963) considered both H- and E-polarisation, and his results
for H-polarisation concur with those of d'Erceville and Kunetz. For
E-polarisation, it was necessary for Weaver to assume that the hori-
zontal magnetic field vas constant along the surface (i.e. (Hy), _ =
constant for — @ < y < + »). He was then able to solve for the er
resistivity. Although this assumption was shown to be incorrect by
Jones and Price (1970), the general conclusion that Pyxy Was a mono-
tonically continuous and smooth function across the boundary was upheld.
Figure 2.3 illustrates the difference between p,, and Pyx curves to be
observed for different resistivity contrasts.

In terms of physical processes, Price (1973) explains that the
electric field is discontinucus for the H—polarisatiqp case because
an alternating surface charge is continually being placed on the
boundary by impinging currents. The effects of this surface change on
the E-field are illustrated in Jones and Price (1970).

Whether the discontinuous pyy resistivity, as displayed by figure
2.3, will be observed in practice has been seriously questioned by
Renkin and co-workers (Rankin, Reddy and Schneider, 1976; Rankin, Reddy
and Kao, 1976). By modelling the fault as a quasi-continuous distri-
r than a stepwise discontinuous function, they vere able

bution, rathe

to show that the pyy resistivity differed by a maximum of only 15%

- - . - - - 2‘h y A
from the pyy resistivity and that it was continuous (figure )

geological fault would be expected to possess a finite transition zone

length due to fault metamorphism, therefore Rankin and colleagues'

representation appears to be more reasonable. Reddy and Rankin (1973)

also show that the discontinuous effect in pyy is reduced if the contact



af’!,’ p‘
R, IR=4, o
]
Q z /
7 s P./10
S M
_ s L,
000 ARG
= \ R/100
l(l /1000
b bt
< I A I T
P P,
Figure 2.3 Parallel (- - - ) and Perpendicular

( ) apparent resistivities to
be observed on traversing a fault.
The nhase of the perpendicular

impedance is also shown




RESISTIVITY, ohm=m

120 8
|. Model 0 © L
100}- Model b a 2
. Model ¢ = s ¥
sol- .g".!amtl Ar o - A
é L]
s ok
oo} 15
L 20
£ ~
4ol 0
= 4%
‘ e
20 h’:;,;,‘ A
- s A et A ap oM, 4,
0 1 1 ' S M 1 1 1 '
0 - 10 i5 z20 25 30 35 40 45 50
DISTANCE, km
p cssignad 10 gg\ﬁ:ﬁ{;:‘am?gg;‘:gm:l $0.  Mzdel o
2 . GRS 03 D0 |
p ossignad o] I X E 3 50 Model b
~|=]
p ossigned 10 | S0 Lodel c

Figure 2.4 Representing the fault model by a quasi-
d continuous distribution of resistivity.
Comparison between the perpendicular
apparent resistivity for a discrete
jumo (model a), a semi-discrete jump
(model b) and a continuous variation
(mcdel c) im resistivity across the

fault.



L8

is sloping rather than vertical. Furthermore, the existence of an

overburden also smooths and attenuates all of the boundary effects

(Vozoff, 1972), most noticeably in the Pyy Tesistivity.

(b) Dyke

Feults in older, more consolidated rocks may heve the effect of
conductive dykes due to the formation of a schict zone by fault meta-
morphism. Imbricate faulting is often caused by shale beds which will
also perturb the electromsgnetic induction behaviour in the same manner
as conductive dykes.

The electromagnetic response for a dyke model was first studied by
Rankin (1962), who extended the approach of d'Erceville and Kunetz
(1962). The response for H-polarisation is as would be expected from
a dual-fault model, However, for a dyke of limited vertical extent
with a conductive overburden, the effect of the dyke on the Pyx
resistivity is negligible unless the dip is very shallow. The dyke
would then be modelled as a conductive layer (Vozoff, 1972).

Swift (1971) has investigated numerically the dyke model for E-
polarisation. He concluded that the anomalous magnetic field, defined
as the total megnetic field (l%_ and H  components only) minus the
ambient field, is primarily vertical and does not exhibit pronounced

attenuation with depth. The induced electric field is concentrated

just above the centre of the body.

(¢c) General Body
Electromagnetic induction in bodies of simple geometry can be

studied snelytically. As mentioned, snalytic solutions have been

published for fault (d'Erceville and Kunetz, 1962; Weaver, 1963) and

dyke (Rankin, 1962) models.
a non-uniform surface above a layered substratum and

Schmucker (1971) has examined the problem

of induction in
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Weidelt (1971) has investigateq induction effects in two adjacent half-
sheets with different uniform conductivities.

For structures of more generality than those cited above, analytic
solutions have not yet been presented. Accordingly, to investigate
electromagnetic induction in inhcmogeneous bodies of arbitrary shape,
numerical techniques have to be utilised. Of the numerical methods
available, the three that have become most prominent for induction
studies are; the transmission surface formulation applied by Madden
and co-workers (Dulaney and Madden, 1962), the finite element method
(Coggon, 1971) and the finite difference method applied first by Neves
(1957). A brief review of these three techniques is given by Jones |
(1973) and a full description by Ward et al. (1973).

Of the three, the most utilised is the finite difference approach.
This is because Jones and co-authors published not only the theory
(Jones and Price, 1970), but alsc PORTRAN programs (Jones and Pascoe,
1971; Pascoe and Jones, 1972) of their method for solving the electro-
magnetic induction problem in a general two-dimensional structure
embedded in a layered earth for both H~ and E-polarisations. A program
package for two-dimensional modelling employing the finite element
method is available (Kisak and Silvester, 1975) and is reported to be
more efficient and to require less computing time than finite-difference
methods (Kisak, 1976). Nevertheless, the widespread use of the Jones-
Pascoe (J-P) programs warrants full consideration of the techniques
employed.

The basic theory of the J-P programs was presented by Jones and
Price (1970). The regions for solution, and their corresponding

equations and relevant boundary conditions, for the simple two quarter-

space model are illustrated in figure 2.5. Equations 2.3la and 2.31b

are of the form
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vF = iF (2.32)

where F represen i . . i '
P ts either Ex or Hy. Because this function is-compofex
1

it can be written as f + ig which leads to

2
LE= "TLag’ (2.33a)

2 2
Veg= 1T, (2.33b)

(where 11_2 = wy o)

on equating real and imaginary parts. Jones and Pascoe applied the
finite difference technique to the conductive structure depicted by
figure 2.6. By neglecting terms of O (a3) end greater in the Taylor
expansion of partial derivatives about the zeroth point, they obtained
for the finite difference representation of 2.33a

4 L
7 2 1 1 1 1
£ Pl % PN 50 e - = (2.34)
= izl( df) " % :'LZl 3 (df (di +d;.0) |:d'i+2 di] )

where 5= 1,6 2 (similarly for 2.33b).
However, Williamson et al. (W-H-T, 197k) showed that 2.34 was in
error and, by applying Cramer's Rule to the four Taylor expansions,

they gave the correct expression as

2+ 2 A ]i £ (2.35)
2 (d1d2 dzdh) i t\af+aa,,
Equation 2.35 reduces to 2.34 for the particular case of d, = d,

and 4. = dh Thus, the J-P program would only be correct when the
o -

conductivity configuration is éefi

es and Thomson {(197Th4), in reply to Williemson et al.,

ned by a grid of identical rectangles

or squares. dJon

state that 2.3 is derived from a central difference approximation for

the first derivative, rather than by direct substitution of the first

derivative by Cramer's Rule. They concede that 2.35 will introduce a
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greater degree of accuracy but caution strongly that the grid configura-
tion must still be chosen with care,

Brewitt-Taylor and Weaver (BT-W, 1976) have re-examined the two-
dimensional theory as a prelude to extending the finite difference
approach to three dimensions. Their deliberations lead them to con-
clude that the general conductivity structure represented by figure 2.6
cannot be solved by the finite difference scheme proposed by Jones and
Pascoe. The equations that can be derived will only be valid in
homogeneous regions or at vertical or horizontal plane boundaries.

This implies the constraint
010'3 = 02Uu. (203'6)

must be obeyed.

Instead of sharp boundaries between differing conductivity regions,
Brewitt-Taylor and Weaver suggest adopting 'transition zones', as
employed by Lines and Jones (1973a, b) and Jones (197-31)) in order to
solve a three dimension induction problem. Rankin (1973) criticised
Lines and Jones (1973a) for using transition zones but Brewitt-Taylor
and Weaver consider that the concept of the transition zone is just as
implicit in the two-dimensional case as in the three-dimensional one.
Although equation 2.3la will still be valid for transition zones rather
than sharp boundaries for E-polarisation, the H-polarisation equation
(2.31b) will have to be supplemented by terms involving the partial

derivative of resistivity p(= 1/o) with respect to both y and z

directions. The full equation becomes

2 2 ép 8 H .80 8 H _ ;. ¥ (2.37)
pﬁ Hx+825x)+_§%.§; x + 3%z X = ien, H
6y2 8z

(p is defined differently here than in Brewitt—Taylor and Weaver (1976)
p is :

to be notationally consistent throughout the thesis).
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B itt—
revitt-Taylor ang Weaver present the finite difference equations

for E- and H-polarisations for 8 transition zone concept and a comparison
between their results and those of Jones and Pascoe (with and without

the W-H-T correction) is given in figure 2.T. Although the E-polarisation
results differ at most by ten per cent (which is still a propagated

error of twenty per cent in the apparent resistivity value), the H-
polarisation figures are inconsistent in form. The BF-W method gives

& narrower dip over the conducting block. Their derived E-polarisation
finite difference representation for the case of sharp boundaries (i.e.

8p /8y =é8p/8z = 0)
h(po + i(uthQJﬁo = Py * oo, + Ppqliy + 03y, » (2.38)

where Pi5 = %—(pi + oj) and p = %(pl *o, tpat ph)' differs from that
of Jones and Pascoe's except for the special case of 0y =0, = 03 = 0.
As 2.38 will still be subject to constraint 2.36, a transition zone
concept is still required. Brewitt-Taylor and wea\rer_ confirmed their
results of figure 2.7 by analysing the problem using more formal pro-—
cedures and conclude that although the J-P E-polarisation equations
need only be modified, the J-P H-polarisation eguations are incorrect
and can lead to substantial errors (up to 50 per cent in the apparent
resistivity value).

The J-P program solves the W-H-T equations by Gnuas—stftdel iteration

(Smith, 1965) which can be a&n extremely costly technique if a small

relaxation error is desired. Losecke and Muller (1975) suggest various
methods of decreasing the required computing time and still obtaining
the same accuracy. The most efficient of those suggested is to employ
successive over—relaxation (Smith, 1965) when iterating. The author
attempted to improve the rate of convergence of the (W-H-T corrected)

' i laxation method and also
J-P program by applying the successive over-relaxa



Figure 2.7  Comparison between Brewitt-Taylor & Weaver
(1976) and Jones & Pascoe (1971) solutions -
for E-nolarisation (left-hand diagrams) and
H-polarisation fields over a block of
conductivity ten times the half-space
conductivity

——————— solutions of B-T & W

= = = = =~ =solutions of J & P with WHT
correction applied

WHT correction

-reproduced from Brewitt-Taylor and Weaver




20 0 0= #0* 90~ @0~ 01~ Ti1- = e 2 [} (] 1= [ s €= - 1 "

T ] 1 I i Ll L] L] L] 1 I Y : ﬂ : .
-1002

L
L4
(=]
o

i

={o0
-200~

(d3) wp—

G B T LT LT TR TS

(22 | ..noc

(4£3) sy—

i




53

the alternating-direction implicit method (Bmith, 1965) but neither

method gave converging iterates.

However, Brewitt-Taylor end Weaver solve their equations directly

by Gaussian elimination. This requires a much greater computer storage

capacity than the J-P program but is much faster as only two steps are

required.

2.4.3 Dimensionality and Divectionslity Indicators

A structure can be defined as quasi-two-dimensional if there is
no conductivity variation along one horizontal axis for a distence very
much greater than the skin depth of the incident field. Under these
conditions, the impedance tensor defined by 2.2 will be symmetric and

the elements will obey

0, (2.39a)

oo M <

b Al

XY X constant. ; (2.39b)

A rigorous proof of 2.39a is given by Abramoviei (1974). Equation
2.39b can easily be proven in the same manner.

Under constraint 2.39a, it is possible to find a horizontal

direction where

22,(6) = zg,(0) = 0, (2.40)

and hence the impédance tensor of 2.2 will reduce to the 'Cagniard’

form of 2.1.
Rotation of the temsor is by the matrix operation
T
z°(e) =RZER, (2.4)

where 7’ (0) is the impedance tensor rotated clockwise by an angle of 0

and ﬁ is the Cartesian rotation matrix given by
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cos @ sin ©
= . Jiha (2.42)
=sln ©® cos 0O

By calculating the rotated tensor given by 2.41, it is easily

(1=

shown that constraints 2.39a and 2.39b are rotationally invariant.

Therefore, the 'skew' of the impedance tensor, given by

Skew = *;if—;—;ii} A (2.43)

(Swift, 1967) is also rotationally invariant, and, for one-dimensional
or true two-dimensional cases, will equal zero. For a three-dimensional
earth, the skew will be non-zero (except when the measurements are made
on a plane of symmetry, Word et al., 1970) and its value will indicate
the 'degree of three-dimensionality'.

Various methods have been presented for estimating the gross
structural strike of the earth beneath the recording site. All of them
converge to the correct result when the data is actu;iiy two-dimensional.
Table 2.2 lists the 'strike' angle estimation method employed in some
recent MT investigations. As an analytic technique for deriving the
angle that maximises [ZxI[ has not been presented, computer rotation

of the impedance tensor is required. Swift (1967) demonstrated that

the angle at which

|25y(6 )17 + [25x(6,)1?

maximum, (2.hk)

also satisfies

minimum, (2.45)

(2@ 1® + 123505

and is given by
P zxt)(ZXY " ZIX)* + (2 + Byy)* (Byy = Zyy)
tan (ko) = |2y - Zyyl? = 2y + Byl (2.46)




TABLE 2.2

Methods of determining the gross-structural strike of

the anomaly in recent MT studies

Criterion Hethod

Bostick & Smith (1962) maximise IIJQI'(GH computer rotation
Everett & Hyndman (1967) maximise |zq(e)| computer rotation
swift (1967) paximise [zﬂ(e)|2+|zn(9)|2 analytic

Sims & Bostick (1969) as Swift (1967)

Reddy & Rankin (1971) maximise |ny(0) |2+ |Zyx(9) |2 computer rotation
Vozoff (1972) as Swift (1967)

Kurtz (1973) as Swift (1967)

Peeples & Rankin (1973) as Reddy & Rankin (1971)
Cochrane & Hyndman (197hk) as Swift (1967)

Hermance & Grillot (1974) as Everett & Byndman (1967)

- - 2 -
Reddy & Rankin (197%) minimise Y p computer rotation
Reddy et al. (1976) as Everett & Hyndman (1967)

Rooney (1976) as Everett & Hyndman (1967)
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Swift and others (table 2.2) consider that the angle calculated from

2.U6 vest represents the gross structural strike of the anomalous

region.

The rotated 27 (e) tensor element, from 2.41, is
2z (e) '(zn'zrx“(zxx*zn) cos 20~ (Z,, -2, ) sin 20. (2.47)

Let A = Zyy = Zyyy B = Zyy + % end C = ~(Z,y - Z,\), then 2.47 can

be written as
2%(9) = A + B cos 20 + C sin 20. (2.48)
The square of the modulus of 2.48 is

4|2z, (0)|2 = [A|® + 2Re(43%) cos 20 + 2Re(AC®) sin 20 +

|n|2 cos® 20 + |c|2 sin® 20 + 2Re(BC*) sin 20 cos 20. (2.149)

The direction at which 2.%9 is a maximm (or a minimum) is given

. by the angle which satisfies
% IziI(Bo)IE = 0. (2.50)

The first derivative of 2.49 with respect to 0 is (adopting the
notation Ryp = Re (AB%))
b4 |2£,(0)]? = kR, sin 20 + WR,, cos 20 -
hlBla sin 20 cos 20 + h|(:|2 sin 20 cos 20 +
bR, (2 e 28 = 1), (2.51)

e
If condition 2.50 is to\oatisried then

[gu + ([n|2 - [clz) cos 280]. sin 20,

.zamco.zze. + R, cos 2§, - Ry. (2.52)
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Squaring both sides of 2.52 and substituting (1 - cos” 200) for

i D : :
(sin 260) gives a quartic eguation in cos 20, namely
(hﬂic + (8] - IClﬁ)cosh 20+ (2(2R + R, (|B]? - |c|2))) s3 20
/ o scfac * Fag e o

& 2 2 2 2,2 2
+(RAC & hBBC + RAB = (lBl = |CI ) )COS 2@0
Y o 24 2 ( 2 O\
(~2Ry 1312 = [0]2) +Ry R, ) Y cos 20, + (82, -2, )= 0.  (2.53)
There will be four solutions Tor 290 in the range (0, 2r). A

method for finding analytically the solutions to quartic equations is
given by Mostow et al. (1963, page 160). Alternatively, Newton-Raphson
iterative techniques can be employed. To determine which of the four
roots represent the maximising, rather than the minimising, directions
for |Z§Y(6)|2, a test as to whether the second derivative of 2.49 is
greater or less than zero can be performed.

The maximising angle would then be given by

L are cos (r ),

either 0. =3 sl
(2.55)
1
or @, =m - 5 arc cos & iy,
(where 1 represents a maximising root) because the root is a

max
function of 20 and not O.

Various tests were conducted on real dsta Lo discover if the
maximising angle calculated from 2.53 was in agreement with that found
by evaluating 2.48 in 2° increments from 0° to 180°. Both the analytic
and the numerical method of solution gave the same four roots to 2.53
but, in a few cases, some Or all of the roots were either complex or
had an absoluté value greater than one. For the majority of data

however, the two methods of evaluating the maximising, and minimising,



5T

angles were in agreement. An example of a comparison at two periods
(236 s and 28.5 s) for a data set from Seltoun (SALC) is illustrated

in figure 2.8.

The author however, for reasons specified in section 4.5.3, chose
not to rotate the impedance tensor to the angle that maximised IZXY|2
but rather to that angle which maximised the partial coherence function
Y2NDH' This function measures the coherence between the Nerth telluric
and the East magnetic #ectors with the influence of the North magnetic
vector removed in a least squares sense (Bendat and Piersol, 1971). An
analytic expression which calculated the angle that maximised YENDH(G)
could not be determined. Cocmputer rotation of the coherence function
was necessary therefore.

Another dimensionality indicator is the eccentricity of the rotation
ellipse for the complex impedance tensor (Word et al., 1970). This is

defined by

|2g¢(0) - 25 (0)]
g(e) = T%(e) 73 Z{:}((E’H . (2.56)

This funetion however, is not rotationally invarient but will
reduce to zero for two-dimensional structures when © equals the strike
direction. The function therefore may be useful as a directionality
rather than a dimensionality indicator.

Because it is possible for the skew, as defined by 2.43, to be
sero if the measurements are made on a plane of symmetry of a three-

dimensional structure, Word et al. (1970) state that the conditions

n
o

SKEW
(2.57)

]
o

8(90)

are necessary and sufficient conditions for assuming true two-



Figure 2.8  Comparison of asalytic solution, with the compu ter
rotation, for the maxisum !v(O) ngle




EVENT SALC EVENT SALC

ROTATED IMPEDANCES PLOT ROTRTED IMPEDRICES PLOT

PERIOD = 235.8 o PERIOD =  28.5 secs
(10.46 + (-2771- (1.256+ (-0.3124 -
2.306i) 1422i ) Z_ 2.624i) 2.178i )
= |(1.790+ (-7.994+ = (0.6603+ (-0.4060 -
3.424i) 1.002i) 2.802i) 1.130i)
- e -

Angles from solving 2.53

O.=92 or 170.8 @ =124" or 167.6"
emcu:Z.SA or 134.6° | e 54 or 131.6
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dimensionality. However, because B(6) is not rotationally invariant,
and because of the limited availability of the publication of Word
et al. (1970), the function has not been employed by many investigators.
If, as is usual for modern MT investigations, the vertical component
of the magnetic field (Hz) is recorded as well as the four horizontal
vectors (N, E, H and D), other directionality and dimensionality indi-
cators can be defined.
Sims and Bostick (1969) suggest that the direction which maximises
the vector summstion of the response functions (A, B) given by 2.3,

that is

Max|A“(0) ]2, (2.58)
where A“(B) = A cos © + B sin 0, (2.59)

is a good éstim&te of the strike direction.

This was first suggested for GDS studies by Everett and Hyndman
(1967a) as a method for displaying the transfer functions (they,
however, preferred to display their transfer functions as the two
induction vectors defined by equation 2.4). The angle which satisfies

2.58 is given by

ten (28 ) = -AB-_—_AMB (2.60)
°  |a]® - |BJ?

(Banks, 1973). The 'inductive response' functions are defined as the
modulii of the two transfer functions rotated into the maximising
angle (maximum response function is ]A‘(Bo)[, minimum response function
is |B‘(Bo)l). This approach has been widely accepted for GDS studies
(Banks, 1973; Banks and Ottey, 1974; Green, 1975; Beamish, 1976;
Robinson, 1976; Rooney, 1976) but not for MT investigations. Banks

and Ottey (1974) point out that the function |A‘(0)|2 is not elliptie
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in form as stated by Everett and Hyndman (1967a). The two combining
oscillations are both in the vertical direction, not in two orthogonal
directions as required for an ellipse. But the rotation of |A’(0)|2
can be described by formulae that are of the same form as ellipse
formulae. Other methods of presenting the geomagnetic induction tensor
are given by Lilley (1974).

Vozoff (1972) suggesis that another estimate of strike direction

is given by

0, =X (v - GR) + I (v - GI)
2

5 (2.61)
R X
and Jupp and Vozoff (1976) show that, if there is uncorrelated noise
on the magnetic vectors, the arithmetic average of the angles given
by 2.60 and 2.61 is an unbiased estimaite of the strike direction.
Vozoff (1972), later amended by Jupp and Vozoff (1976), defined
four functions which he considers indicative of two-dimensionality.
They are (a) the 'tipper' (so called because the transfer functions
(A, B) operate on the horizontal magnetic field and 'tip' part of it

into the vertical direction) defined by
T = (82 + 1232, (2.62)
(b) the '"tipper skew'

ms = 2 (A.B; - AB )

2 ;

(2.63)

(¢) the 'tipper phase'

1L e IAI Pp *-lBl ¢B, (2.64)

T2




and (d) the 'tipper coherency' or multiple coherency Yy, (Bendat and

Piersol, 1971).



CHAPTER 3

DATA ACQUISITION

This chapter will detail the methods employed to record the GDS
and MT data. A description will be given of the site locations, the
instrumentation utilised and the data recorded for both studies.

The GDS crrsy will be discussed in section 3.1 and a fuller
discussion of the MP project will be given in sections 3.2, 3.3 and

3.h,

3.1 The GDS Array

As outlined in the introduction, the geomagnétic deep sounding
experiment was conducted with nineteen Gough-Reitzel magnetometers
placed at the positions illustrated in figure 3.1l. The Eskdalemuir
observatory provided a twentieth location at which simultaneous
measurement of the magnetic field variastions were made. For each
site, the three letter station title, full station name (usually the
nearest town), geographic and geomagnetic co—ordinates and geomagnetic
declination are given in table 3.1.

The construction of the magnetometer is described fully in Gough
and Reitzel (1967) and is reviewed by Serson (1973). The design is
classical in principle; three magnets suspended in three orthogonal
orientations (magnetic north, H; megnetic east, D; magnetic vertical,
Z) by taut torsion wires rotate through small angles in response to
variations of the geomagnetic field. The rotations are mesgnified by
optical levers and are recorded on film strip as displacements of
images. The three variometers, and the associated electronic circuits
and camera, are mounted on en aluminium frame which is placed within

en aluminium tube set vertically in a hole in the ground. Diurnal
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Station
Title

BON

COA

FIN

GST

LES

STB

coT

CPH
THO

SGH

Station
Name

Bonawe
Ardeonaig
Couper Angus
Helensburgh
Fintry
Burntisland
Galston
Lesmahagow

Stobo

‘Galashiels

Cornhill-on-
Tweed

Carsphairn
Thornhill
Saugh Tree
Elsdon

Towhead of
Greenlaw

Bankend
Hagbeck

Wark

TABLE 3.1

GDS Array Station Data

Instrument
No.

19
b i
16
22
21
1%
18

10

15

20

2k

25

12

Geographic
Coordinates

5.23W 56.L45N
4.15W 56.5N

3.33W 56.55N
L.68W 56.05N
4.30W 55.58N
3.22W 56.08N
4.33W 55.58N
3.85W 56.63N
3.14W 55.60N

2.TTW 55.67N

2.22W 55.63N
4.28W 55.20N
3.78W 55.27N
2.70W 55.25N

2.08W 55.25N

3.98W 54.97TN
3.52W 55.00N
2.85W 55.07N
2.25W 55.08N

Gecmagnetic
Coordinates
(centred
dipole)
81.94E 59.95N
83.09E 59.78N
83.96E 59.66N-
82.22E 59.47N
82.38E 58.94N
83.73E 59.2K
82.25E 58.96N
83.L9E 59.8uN
83.48E 58.7LN

83.90E 58.73N

84 .43E 58.58N

82.0LE 58.60N0

82.60E 58.56N

83.69E 58.33N

84.32E 58.20N

82.20E 58.32N
82.69E 58.26N
83.42E 58.19N

84.03E 58.08N

Declination

10.7TW
9.9W
9.4W
10.0W
9.6W
9.3W
9.8w
9.6W
9.2W

9.0W

8.8w
9.TW
9.hw
8.8w
8.5w

9.5W
9.3W
8.8w
8.5W
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temperature variation at the depth of the topmost magnet (D) is of the
order of 0.1 K, and first order temperature compensation is provided
by auxiliary magnets. The auxiliary magnets are also used to vary the
required sensitivity of each component. The sensitivity used will
depend on the expected level of geomagnetic activity.

Three major modifications have been made to the magnetometer by
Dr. I. Gough since the basic design was published by Gough and Reitzel.

The vertical specing between adjacent components was reduced from
.5 m to .25 m, which gave an overall shortening of .5 m. This made
the instruments less unwieldy in the field end also required shallower
holes than previously. However, the interaction between components
was enhanced to a significant level (U4 per cent of H recorded on Z)
and accordingly, corrections have to be applied when the data are
processed.

The accutron timer (Bulova, model TE-11-16) was replaced by a
crystal clock. :

The time interval between successive recordings of the geomagnetic
field components was increased from ten to tweniy seconds. This reduced
the Nygquist frequency from 0.05 Hz to 0.025 Hz which could introduce
aliasing effects from Pe3 micropulsations (the Pe3 frequency band is
0.0285 Hz to 0.05 Hz). However, the amplitude of Pe3 activity in mid-
latitudes is typically 1 y (Orr, 1973) which is effectively negligible
when compared to variations which are likely to be analysed, e.g. PeS
activity, bey and storm disturbances, typically of order 100 y.

In use, the magnetometers were found in general to be robust and
fairly trouble-free. A data coverage of approximately T5 per cent was
realised. The main causes for loss of records were (a) faulty camera

drive, (b) misting of the mirrors and (c) images going off scale.
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There were no records at all from ELS, very little from WRK and no Z
data from BON and COA.

Four major improvements sbout the design of the magnetometer cen
be suggested. It would have been greatly beneficial if the magneto-—
meters had been air tight. They had previously been operated in fairly
arid climates (North America, South Africs end Australia) and accordingly
problems resulting from high humidity and high rainfall had not been
encountered. During the Scottish project, two magnetometers became
completely waterlogged and data were lost from six others due to misting
of the mirrors. Attempts were mede to reduce these effects to a minimum
by liberal use of silicon grease around seals and by inserting packets
of silice gel inside the magnetometer.

The orienting and levelling of the megnetometers were extremely
critical. An error of 1° in either of these would cause the record of
one variation field component to include about 2 per cent of snother
component. An inexsct orientation would produce an error in each
horizental component due to the other of approximately the same magni-—
tude. However, en equivalent inexact levelling would produce a much
amplified error in the vertical component from the horizontal components
than vice versa due to the higher sensitivity of the vertical variometer.
For the Gough—-Reitzel magnetometers employed for the Scottish work, the
tube was levelled and oriented rather than the aluminium variometer
frame itself. Should the magnetometer subsequently settle, the aluminiuvm
frame has to be removed completely and the tube re—oriented and/or re—
levelled. A design to be preferred is one in which the chassis can be
precisely levelled and oriented independently of the outer casing.

The necessity for the power supplies to be external to the instru—
ment gave problems in localities of high water table. These difficulties

could be circumvented by utilising internal power sources.
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The fourth suggestion concems the required calibration of the
compenents at the beginning and the end of each film strip. Because
the film drive could not be accelerated, certain periods of time were
spent waiting for the film to advence sufficiently so that critical
sections of film were not fogged by opening the instrument. An
exterior control which increased the film drive rate would reduce the
required waiting time. Alternatively, a time controlled calibration
would have produced the desired affect.

Instruments built by the University of Munster, based on the
Gough—Reitzel design, incorporate these recommendations and are sble
to operate satisfactorily in the extreme North Scandinavian climate

(Kippers, 1976).

3.2 The MT Froject

The results from the GDS arrsy were intended to aid choice of
suitable locations at which to measure magneto-telluric field vari-—
ations. However, due to lack of time, the arrasy data were not fully
enalysed prior to the commencement of the MT fieldwork. Therefore,
approximate positions were chosen at which recordings of the MT fields
would. best delineate the anomaly described by previous geophysical
work (section 1.2).

During the late summer of 197k, records were taken of the time
varying fluctuations of the magnetic and telluric fields at four.
locations (FTH, DZR, CRK, NEW) in a line perpendicular to the strike
of the snomaly (figure 3.2). In the following spring, the variations
were recorded at eight other sites, three more on the NE to SW line
(ELC, CAP and NEW) and four on a line parallel to the strike of the
modelled snomaly (TIN, BOR, GOR and PRE). It was hoped that data
from the eighth site, SAL, would given an indication of any coast

effect that might perturb the geomagnetic fields at PRE, GOR and TIN.
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During the summer of 1975, a visitor to the department, Mr. T.
Odera, recorded MI' variations at the Eskdalemuir observatory with the
Geophysics Department's equipment. This was part of a training pro-
gramme of the technigue orgenised for Mr. Odera by Dr. Hutton, and Mr.
Oders, was advised whilst on fieldwork by the author. The data recorded
by Mr. Odera has been subsequently analysed end interpreted as part of
the research programme.

The fieldwork procedure adopted at each location often varied in
minor detail but essentially consisted of four operations — site
preparation, instrument installation, recording of variationc and
instrument retrieval. The necessary requirements at a location at
which MT cbservations were to be made were much more constricting than
those at which geomagnetic cbservations only were made, with Gough-
Reitzel type magnetometers. Correct observation of the telluriec field
requires a large, relatively flat field far from art:jlficial electric
disturbences end prefersbly free of livestock - both to prevent the
lines being bitTthrough and to prevent injury to the livestock. As
the magnetometers had to be buried for temperature stabilisation, it
was prefersble if the top 1.5 m of overburden could be dug with ease.
Because of the power requirements of the recorders, mains supply had
to be used for observing the long period variations. This imposed
severe restrictions on site suitability. Finally, the filters and
recorders had to be protected from the elements. This required some
form of out-building which could be made sccure against unwanted
entry.

Once a suitable location had been found and permission granted,
the first course of action was to install the electrodes. This gave
the electrodes as much time as possible to stabilise before commencing

recording. The four (or three) magnetometer holes were then dug, one



66

for each Jolivet variometer and one for the three-component fluxgate
head (if long period measurements were to be made). The magnetometers
were oriented approximately and then covered over. In this way the
sensors were able to acclimatise to the temperature environment and
re-settle after the agitation caused by repositioning before recording
began. The filtering and recording equipment were then set—up and
tested for possible malfunction caused by re—location.

This completed the first two operations of the fieldwork procedure
and tock typically one to two days, depending on the nature of the top
1.5 m of overburden.

As will be described in the next section, the MT equipment con—
sisted of two independent systems. One system made observations of
the short period (either 10 s to 300 s or 10 s to 1200 s) variations,
the other recorded the more slowly varying phenomena (200 s to de).
These were termed the .fa.st varietion (FVSa and FVSb) and slow vari-
ation (SVE) systems respectively. The SVS required a much longer
observation time than did the FVS to obtain a worthwhile amount of
reasonsble data, Thus it was possible to 'pair' stations and record
both short and long period fluctuations at the main station, then
move only the FVS to a nearby location whilst still recording with
the SVS at the main station. Sites ELC and CAP, TIN and BOR and
GOR and PRE were paired in this menner.

Tgble 3.2 lists the three letter location name, full name, geo-
grephic and geomagnetic co-ordinates, declination and observations
mads for each of the thirteen locations at which MT variations were
recorded for this project.

Before embarking on the fieldwork programme however, it was
important to discover the diurnal temperature variation at depth

within the overburden. Diurnal thermal variations would considerably



Station
Title

BOR

CRK

DZR

ESK

NEW

TIN

Station
Name

Borland

Cappercleuch

Craik

Drumelzier

Elsrickle

Eskdalemuir

Forth

Gordon

Newcastleton

Preston

Saltoun

Tinwald

Towhouse

TABLE 3.2

Magneto-telluric station data

Geographic
Coordinates

3.32hw
55.224N

3.21TW
55.36LN

3.025W
55.36L4N

3.390W
55.5958

3.533W
55.66UN

3.200W
55.31LW

3.681w
55.782N

2.533W
55.686N

2.796W
55.196N

2.255W
55.836N

2.853W
56.910N

3.561W
55.110N

2.369W
54 . 968N

Geomagnetic
Coordinates

(centred
dipole)

83.
58.

83.
58.

83.
58.

83.
58.

83.
58.

83.
58.

83

8k.
59.

82.
58.

83.
o7

036E
L26N

330E
660N

435E
LoTN

221E
T86N

123E
879N

223E
485N

.O54E
59.

8L,
58.

83.
58.

8k.
58.

019N

154E
698N

S5S5LE
293N

TO3E
782N

TO3E
903N

T18E
367N

836E
99LN

Declination

9.2W

9.1W

9.0W

9.2W

9.hw

oUIW

9.5W

8.8w

8.8w

9.2W

9.0W

9.3W

9.3W

Recording Periocd
(not always
continuous)

FVS 24/4/75-01/5/75
FVS 02/4/75-10/4/75
FVs OG/BfTh—ll/SITh

SVS 06/8/7h-24/8/7h

FVS 18/9/T4-28/9/Th
SVS 15/9/74-03/10/Th4

FVs 24/3/75-30/3/75
SVS 24/3/75-11/4/75

FVS 05/8/75-11/8/75
FVS 29/8/T4-03/9/Th
SVS 26/8/Th-12/9/74

FVS 16/5/75-23/5/15
SVS 16/5/75-09/6/75

FVS_OL4/5/15-09/5/75
8Vs OL/5/75-12/5/75

FVS 0L4/6/75-09/6/75
FVS 26/5/75-03/6/75

FVS 16/04/75-23/L4/75
8VS 16/L4/75-02/5/75

FVs 16/10/7h4-2L4/10/T
SVS 06/10/Th-2L/10/7.



67

affect the electrode potential associeted with each electrode. This
could lead to an incorrect estimate of the amplitude of the telluric
field at periods close to diurnal. Also, the Jolivet variometers were
considered to be temperature variant and thermal fluctuations would
affect their recordings.

Daily temperature data for 1963 were obtained from the Eskdalemuir
cbservatory. The year 1963 was chosen because it was the year that
exhibited the widest recorded temperature variations in recent times.
Table 3.3 gives the mean monthly values of the daily maximum, minimum
and four foot earth temperatures, together with their associated sample
standard deviations. The values are plotted in figure 3.3. The ampli-
tude of the annual variation at the surface is about 17 K and at four
feet is 8.2 K.

The emplitude of the thermal variation at depth in a medium,

'I’Z(w), with respect to that.at the surface of the medium, To(w), is

given by
T (w) =T (w) exp|-Z [w |, (3.1)
Z 0] —
2k
where w is the frequency of the incident variation

Z is the depth into the medium
and k is the thermel diffusivity of the medium.

Substituting the values T, = 17 K, T, = 8.2 K, Z =1.22 m and
v =2 x10 | gives a value of thermal diffusivity of 2.8 x 10 ' m> s L.
The possible range of diffusivities for soils is given by Monteith

(1973) , who states a maximum of 8.5 x 107 o2 gL

and a minimum of 1 x IO-T for dry peat. Assuming the extreme value

for damp sandy soil

of 8.5 x 10-7, and a daily variation of 17.5 K (the largest recorded
in 1963) gives the variation of T, with Z plotted in figure 3.4 for a

diurnal frequency. A more realistic maximum variation at a depth Z
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TABLE 3.3

Eskdalemuir temperature data for 1963

Day Maximum Night Minimum 4 ft Earth
Standarad
Aavistion Standard Standard
Mean %n-1 Mean deviation Mean deviation
Jan 0.6 2.2 4.3 4.6 4.8 0.k
Feb 1.2 2.2 -6.3 3.9 4.0 0.2
Mar T.h 1.9 0.8 3.8 4.0 0.5
Apr 9.9 3.2 2T 2.9 5.4 c.h
May 12.2 3:3 3.6 2.2 7.3 0.5
Jun 16.9 3.6 8.2 1.8 9.7 0.8
Jul ) By ey 2.9 o 8.1 2.8 11.0 0.4
Aug 15.6 2.2 8.4 2.7 12.i 0.2
Sep 14.5 2.2 5.9 3.2 11.6 0.2
Oct 34T 1.3 ) 2.9 10.6 0.4
Nov T.5 21 2.2 k.6 9.1 0.7
Dec 4.1 2.4 -0.k 4.0 6.8
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is obtained by assuming a diffusivity of 5 x 10_T ::12 gL and a diurnal
veriation of 9 K (the largest monthly average diurnal variation for
1963). This is plotted as the dashed line in figure 3.4. From the
graph it is obvious that at depths below 0.4 m, the diurnal variation
will rarely exceed one Kelvin and will usually be less than one guarter

Kelvin.

3.3 MT Instrumentation

This section will be sub—-divided into four categories to discuss
(a) the telluric systems, (b) the magnetic systems, (c) the recorders

end (d) the calibration techniques.

3.3 (a) The Telluric Systems

The general principles regarding the measurement of telluric
currents have been discussed in ean excellent review by Garland (1960)
and earlier by Rocney (1939). The quantity measured for induction
purposes is the electrical potential gradient in two horizontal direc—
tions. It is useful if the measuring axes coincide with the geo—
magnetic north-south and east—west directions because then direct
qualitative comparison between orthogonal magnetic and telluric
records is possible. However, it is possible to record telluric
variations with non—orthogonal axes which are not coincident with the
geomagnetic axes. The vectors can then be resclved into the desired
orientations at the Tirst stages of data reduction on the computer
{Rooney, 1939).

A1l that is required to measure the potential gradient is a
recording of the potential difference between electrodes placed in
the earth. Most of the problems encountered when measuring telluric
currents can be traced to the electrodes and accordingly, the design

and form of the electrodes must be chosen with care. Non—polarising
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electrodes commonly employed for DC resistivity surveying have the
advantages of low contact resistance and low contact potential.
However, these factors must be balanced egainst a diurnal contact
potential variation (due to the necessity of having the electrodes
close to the surface) and solution infiltration of the soil. Buried
metal electrodes are considered to be more effective for recording
low frequency variations of the telluriec ficld (Gariand, 1960). Of
the commonly availeble metals, lead appears most suiteble because of
the low value of electromotive force between it and a solution of its
salt (typically -0.1 V, Garlamd, 1960). Also, lead will not deteriorate
appreciably with use. Accordingly, the electrodes employed for the MT
project were constructed of lead.

It was decided to use cylindrical electrodes rather than the more
conventional flat plate design. This was to reduce the installation
and retrieval time of the electrode arrsy. Each electrode was con—
structed from a lead sheet of thickness 2.5 mm and sides 0.45 m by
0.45 m, which formed a cylinder of radius 0.13 m. The external
surface area of the electrodes was therefore 0.2 m2. Approximately
0.3 m of each flex of a three—core cable was bared and soldered to the
electrode, ensuring that the copper was not exposed. Finally, a nylon
bar was fixed internally, approximately 0.05 m from the top of the
cylinder, to facilitate removal of the electrode from the ground.

The cable was knotted to the bar to ensure that any stresses on the
electrode lines would not result in loss of connection to the elec—
trode.

The electrode holes were bored out with a hand asuger to a depth
of approximately 1 m. The top of the electrode was therefore at a
depth greater than 0.5 m and accordingly, the diumal variation in

electrode temperature was less than 0.25 K. The thermal veriation in
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contact potential was thus kept below 0.1 per cent. When covering an
electrode, the inner part of the cylinder was filled first to ensure
that the cylinder would not collapse on compacting the top soil and
that ground contact would be as firm as possible. Inter—electrode
contact resistances were very dependent on overburden material but
were typically of the order of a few hundreds of chms.

The electrode coufiguration'utilised was the 'L' shepe with each
arm usually 100 m long. Electrode separations as small as 15 m (Simon
and Rossignol, 19T4) end as large as 262 km (Berlin observatory) have
been reported in the literature. However, a balance must be made
between short lengths that will be greatly influenced by near—surface
inhomogeneities and long lengths that will average the field variation.
Mlso, it is cbviously desirsble to keep the electrode separations eas
small as possible because of the logisties involved. The csble employed
for the electrode lines was three-core 15 amp rubber—covered mains flex.
Each flex was 50 m long thus necessitating joining cable lengths togcther.
Great care was taken that the joints were insulated from the ground,
both by liberal use of silicon grease and insulating tape and by
slightly raising the joint sbove ground surface. If there was live-
stock in the field, the cables were checked thoroughly at least twice
a day to ensure there were no cuts, ete. which could act as alternative
earthing points.

The telluric smplifiers and filter stages were based on a design
by Trigg (1972) and are reported fully in Rooney (1976). Problems
were encountered with the high-pass (-3dB point at 10_h Hz) filter
stages of the system. The capacitor of each stage intermittently
discharged, which caused the telluric records to go off scale for a
period of three hours, i.e. the recharging time of the capacitor.

This was considered to be due to high humidity in the atmosphere
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causing shorting across the high value resistances (113 MR and 226 MQ)
in the filter stage. The discharges could not be eliminated therefore
the high pass filter stage was bypassed and the dec potential between
electrodes was backedoff for the SVS. This potential was typically
of the order of a few tens of millivolts and was backed-off across a
1 MQ resistor. Thus, the current teken from the dry batteries used as
power sources for the back-off unit wes less then a microamp.

Supplementary filters, of the same design as those outlined by
Trigg (1972), were employed to give three band widths, 10 s - 300 s
(FVsa), 10 s ~ 1200 s (FVSb) and 200 s to de (S8VS). If the two
systems (FVS and SVS) were at different locations, the BVS telluric
variations were common-mode rejected and then amplified by Keithley
null-detector microvoltmeters (model 155). A block diagram of the
telluric systems is given in figure 3.6.

The only problem encountered when measuring the telluric field
variations, epart from the high-pass filter discha.rgc;, was with very
long period variations of the potential between electrodes. This was
only important for the SVS because either of the two FVS high pass
supplementary stages (300 s for a and 1200 s for b) filtered out the
de components. At most sites, the electrodes settled after three or
four deys and the longest period variation discernable was diurnel.
However, et GOR both the telluric components showed a linear variation
in potential levels and accordingly the back—off system had to be

constantly re-adjusted.

3.3 (b) The Magnetic Systems

Because of the vastly different scales between megnetic field
variations at Pc3 and Pch micropulsation periods (typically of order

one nanotesla) compared to those at one hour (typically one hundred
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nanotesla), it is extremely difficult to construct a sensor that covers
the whole frequency range 3.0_1l Hz to 10_l Hz. The magnetometer would
need to have high sensitivity and extremely low drift characteristics
and would therefore be costly. To fecilitate recording the magnetic
field variations as accurately as possible over a wide band width
therefore, two types of magnetometer were employed for this study.

For the FVS band (10 s to either 300 s or 1200 s), the variometers
used were basically suspended magnet type. Each of the three components
was measured by a« single—component Jolivet magnetometer . The
instrument, designed by Jolivet (1966) and modified by Albouy et al.
(1971) is superior in design to conventional suspended magnet systems
because it does not measure the field strength by deflection. A
feedback current flowing through Helmholtz coils induces a megnetic
field which re-orientates the magnet back to the (arbitrary) zerc
position. The required field to perform the operation is evaluated
by an optical system consisting of a light source, v;rious mirrors and
a differentisting photocell. Thus, the field verietion is measured by
monitoring the variation of the feedback current. The output voltage
of the sensor is 0.5 mV per nanotesla with a flat frequency response
for periods greater than 5 s. The magnet and its suspension were
protected from shocks by being immersed in a transparent liquid of
the same density as the magnet.

The method for orienting each veriometer into the required H, D
end Z co-ordinates is described in full by Rooney (1976).

The variometers were buried in three separate thermally insulated
containers, the tops of which were greater than 0.5 m below the surface,
and were separated from each other by a distance greeter than 2 m.

The outputs from each variometer were amplified by Keithley nicro-

voltmeters and then band-pass filtered by identical circuits to those
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used for the FVS telluric components. A block diagram of the Jolivet
magnetometer system is given in figure 3.6.

- The magnet and suspension of the Jolivet variometer had a natural
resonant frequency of 0.5 Hz. On some occasions, for no eapparent
reason, one or more Jolivets began to resonate. The low pass filter
response at 0.5 Hz was —1T7 dB, but this was not sufficient to filter
the high amplitvde osciliation output. One remedy, which worked on
occasion, was to turn the power to the variometer off for a period of
a couple of hours. At one site however, GOR, use of the Jolivet
magnetometers had to be discontinued.

For the SVS bend (0.005 Hz to O Hz), a three—component magneto-
meter based on the fluxgate principle was employed. The megnetometer
was manufactured by EDA Electronics of Ottawa end was based on a
design by Trigg et al. (1971). The output voltage of the umit was
ebout 30 mV per nanotesla with a quoted resolution of one nanotesla
(the resolution was in fact found to be better than that quoted). A
temperature dependence of less than one nanotesla per Kelvin was
specified by thé menufacturers. With the head under more than 0.5 m
of topsoil, the diurnal variation due to thermal diffusion was of the
order of one tenth of a nanotesla. The output level from the fluxgste
unit was sufficiently high not to warrant amplification and sccordingly,
the variations hed only to te low pass filtered - 3 dB point at about
200 s — before recording. The block diagram of the -Fluxga.te magneto—
meter system is illustrated in figure 3.6.

The internal hour timer was removed from the unit because of the
filter decay effect produced. Otherwise, the magnetometer performed
very satisfactorily.

The problem of resonant oscillations of the Jolivet magnetometers

became too serious to continue using them. Accordingly, the Fluxgate
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megnetometer had to be used for the FVS at three locations - GOR, SAL
and PRE. A comparison between Jolivet and Fluxgate H-components was
made at GOR. Part of the run is illustrated in figure 3.5a and the
ordinary end normalised transformed ordinary coherences between the
traces are given in 3.5b. Although the Fluxgate record contained more
noise, the coherences show that the traces contain correlatable signal
for periods greater than sbout 20 s. After a visual inspection of
the comparison test, it was decided to attempt to record MT variestions
a.t.the remaining three loca:tions. with the Fluxgate magnetometer rather
than ebandon the FVS programme. This decision proved worthwhile for

SAL and PRE but not for GOR.

3.3 (c) The Recorders

The recorders employed for the MI work were Watenabe five-channel
servo-type potentiometric recorders, model HC611-L. The five field
variations were inscribed by liquid ink pens with five different
colours of ink onto paper chart 0.282 m wide. A sixth pen inscribed
a timing pulse at minute intervals for the FVS and also an event pulee
at hour intervals on both systems. The chart drive was governed by
the supply frequency and, because mains power was used, was extremely
regular. The chart speed selected was 15 mm per minute for FVSa
(10 s - 300 s band), 7.5 mm per minute for FVSb (10 s - 1200 s), or
30 mm per hour for the SVS. The five pens were designed so that each
could travel the full chart width and the thickness of an ink trace
was typically 0.5 mm. This gave a dynamic range for the recorder of
55 dB which compares favourably with most other analogue recorders.
Because the pens were not coincident, it was necessary to record the
parallax between them. An accurate determination of parallax was

eritical if religble estimates of phese were desired. An error of
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2 mm would introduce an error in phase at 10 s for the FVSb between
the N trace and the D trace (typical N pen — D pen parallax 8 mm) of
over 360°. Therefore, a record of the parallax between the pens was
taken daily, and whenever a pen was removed for any reason.

The full scale deflection ranges were in decade units of 1 and 5,
i.e. 1mV, 5SmV, 10 mV, 50 mV ...... 50 V, 100 V. On the usual full
scale deflection ranges employed, the input resistance of the channel
was one megeohm per unit volt range. Thus, any intermediate sensitivity
could be selected by inserting the appropriste resistance in series
with the channel input.

In use, the Watenabe recorders were found to be extremely relisble
and robust. The only problem that occured wes drying up of pens when
on the slowest chart speed, i.e. 30 mm per hour for the SV8. This
proved most frustrating but ususlly, if the pens were washed out
thoroughly and often and the liguid ink levels in the reservoirs kept

high, could be kept to a minimum.

3.3 (a) Calibration

Calibration of the MT instrumertation was accomplished between
the two stages of fieldwork. It was considered more sppropriate to
calibrate the complete systems rather than discrete units. A Hewlett
Packard function generator — model 3310B - was used to provide a
sinusoidal signal.

For the telluric system, the calibration technique was as illus—
trated in figure 3.6a. TFor each component, the function generator
output, the 10 s - 300 s band pass system (FVSa) output, the 10 s -
1200 s band pass system (FVSb) output and the two 200 s - DC systems
(sV8) outputs were monitored on the Watenebe recorder. The sinusoidal

signal was varied from 8 s to 2000 s and at least twenty complete
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cycles at each period were permitted to allow the filter responses to
stabilise. The output of the function generator was also monitored
on a digital voltmeter and the true amplitude of oscillation cbtained.

The responses cbserved for the N-5 and E-W channels are plotted
in figures 3.7Ta and 3.7b. The -3 dB points of the filters were obtained
from the graphs and are given in table 3.l together with the calibration
factors estimated. The same responses were obscrved when the telluric
units were replaced by Keithley amplifiers for the SVS chennels. The
values listed in table 3.4 therefore represent the calibration and
filter coefficients to be employed for the telluric data from all
sites.

To calibrate the magnetic systems, it was first necessary to
calibrate a pair of Helmholtz coils. Then. the output signal of the
systems to magnetic flux ratic could be calculated from knowledge of
the input signal to the coils and the ratio of input current to
magnetic flux induced. The Helmholtz coils employed were calibrated
by a Forster Oersted meter — Model 1.104 — and gave a frequency
independent ratio of 5.04 gammas field per millivolt input signal.

The guoted accuracy of the Oersted meter was +1% which gave a ratio
accuracy of 5.04 + 0.05 Y.mV_l.

Bach sensor was positioned between the coils, and the corres—
ponding magnetic system was calibrated by the method illustrated by
block diagram 3.6b. The function generator output, the sensor output
and the two relevant filter outputs were monitored on a Watenabe
recorder for each sensor for a wide period range. The Jolivets were
found to give equal responses, within experimental accuracy, but the
response of the filters differed slightly. The three unfiltered
components of the Fluxgate sensor were within half a per cent of each

other and their filter responses were almost identical. The calibration
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Figure 3.7 Responses of the telluric channels
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TABLE 3.h4

Calibration and filter cut-off periods for the MT systems

Component FVSa FVSh svs
~3dB -3dB -348
calibration periods calibration pericds calibration periods
factor (secs.) factor (sees.) foctor (secs.)
N 0.996 10.2 0.996 10.7 0.996 190
(mV/km)/FSD 343, 1260,
in (mV/km)
E 0.995 11.0 0.997 11.2 0.997 187
32k, 1220. -
H 1.98 10.2 1.93 10.2 0.03188 197
nT/FE8D in mV 320. 1180. -
D 2.02 10.0 1.93 10.0 0,035 195
32~- um. -
z 1.92 10.1 1.86 10.2 0.031k 195

32k, 1190.
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and filter coefficients for both magretic systems are given in tsble

3.4 and the Jolivet responses are plotted in figure 3.8, the Fluxgate
in- 3.9.

3.4 Discussion of MT Data Collected

In this section, a description of (a) the factors that governed
the quality and quantity of data recorded, (b) the type and form of

data recorded eand (c) site problems encountered, will be given.

3.4 (a) Data Quality and Quantity

The quality of the magnetotelluric records taken at a location
vas dependent on many factors. The two most important were the
magnitude of geomagnetic activity end the level of culturel noise.

A high level of activity recorded at a site where there was little
noice gave a high signal to noise ratio, and vice versa. This was
reflected in the amount of data finally accepted for the particular
site.

The quantity of data recorded was almost entirely instrument
dependent. Some of the factors governing quantity were directly
controlled by the investigator. These inelude full scale deflection
settings and the choice of site. Factors indirectly controllsble by
the investigator include ink pen maintenance, electrode potential
drift, electrode line surveillance and instrument response vigilance.
Almost the only uncontrollable factor was power supply failure.

Fortunately, the mains power supply failed rarely.

3.4 (b) Type end Form of Activity Recorded
There were many types of activity recorded and it would be

impossible to classify all of them distinctly. However, a 5-fold

categorisation of the activity that was most frequently ocbserved can



78

be made. These are (i) pi2 activity around local midnight, (ii) local

midday micropulsation activity, (iii) bay type events, (iv) long period

oscillatory phenomena and (v) general activity.

There were over twenty records of Pi2 activity which usually took
the form of three or more separate 'bursts' of oscillation. An example
of the phenomenon is illustrated in figure 3.10a. With few exceptions,
the events occurred between 2100 and 0300 hours with the majority
between 2300 and 0100 hours. A 26 to 29 dzy recurrence tendency for
Pi2 pulsations reported by Saito and Matsushita (1968) was not cbserved
but pulsations seemed to exnibit a 14 day recurrence. This could be
a manifestation of the first harmonic of the sidereal solar rotation
period. The dominant period of the Pi2 pulsations was found to decrease
with increasing Kp index, as observed by Channon and Orr (1970). How-
ever, an approximate relationship between the two for 1974/75 is given
by T = 100 — 10 Kp rather then the form T = 92 - 11.4 Kp for 1966
stated by Chennon and Orr. This is probably due to .;x sunspot number
dependence of the relationship. The dominant period of the few Pi2
pulsations recorded between 0300 and 2100 hours did not exhibit any
dependence on Kp index.

The midday micropulsation activity consisted of Pc3 or low period
Pel pulsations, as shown in figure 3.10b. The majority of the ten
events occurred between 1030 and 1330 hours and did not demonstrate
any obvious relationship between period and Kp index. The horizontal
field was usuully elliptically polarised and was not preferentially
orientated.

The bay type events were of traditional form, a single half-
sinusoidal excursion then & return to normal, sometimes with an over—
An example of one of the events analysed is

compensation effect.

$1lustrated in f:.gure 3.10c. The main period and local time of the
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eleven events analysed did not #ppear Kp index dependent. However,
the horizontal magnetic fisld of almost all analysed events were
linearly or highly-elliptically polarised with a preferential NW/SE
orientation. The excursion durstion was typically three to four
hundred seconds and no obvious recurrence tendency ves evident.

The long period cscillatory pheucmens were probably low frequency
Pc5 pulsations and vere typically of period sbout three to six hundred
seconds. A small number however shoved a dominant period of greater
than 1000 s. An example of the more usual Pe5 event is given in
figure 3.104. An cbservation by Saito (196l) that the dominant period
of Pe5 activity is shortest near local dewn was not confirmed by the
sixteen pulsations recorded. The period of the activity did not appear
to be dependent on time of day or on Kp index. The horizontal magnetic
field did not exhibit a preferred crientation,

The classification of gemeral activity covers those data which
do not fit into the previous four categories. They could cbviously
have been subdivided further but other broad classes were not evident.
All long period data are considered general because of their lack of
similitude. Four examples, three recorded by the FVS and one by the
SVS, are illustrated in figures 3.10e, f, g and h. For the short
period general activity, the desta appear more random then aperiocdic
in nature. It is necessary to enalyse date which do not appear
coherent, as the pulsatory activity cbviously does, because then the
estimates will not be bissed. Impedance tensor elements derived
from data vhich is pulsatory ia character may be biased because of &
preferential orientation of the magnetic field.

3.4 (c) Site Probless

A vide variety of problems wes encountered when recording the NT

data at the various locations. Most involved the instrumentation,
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a3 already discussed in section 3.3, but some vere due to the sites
themselves.

During the initial stages of fielawork, it vas realised that if
the mains earth vas employed ss the systems' earth, then step-like
transients vere recorded simultanecusly on all five channels. These
transients vere not due to geomagnetic activity but vere a result of
mains loading and unloading by domestic users. Accordingly, the
systems wvere earthed by the common elactrpde of the telluric array.
This alleviated problems of this nature.

Mains 'noise' was a commen difficulty which wes totally uncontroll-
able. The noise appeared on all traces and took the form of large
amplitude rapid cscillations which completely overwhelmed the natural
signals. It eppeared without apparent ceuse, lested for an indeter-
minate time then cessed, also without resson. This effect had to be
suffered but fortunately vas fairly infrequent.

During the first recording at CAP, cne of the telluric records
(N) was found to be very noisy. It was realised that the non-common
electrode for the N-8 telluric line was buried close to a mains
trens former. When the electrode vas repositioned, the record became
much 'cleaner'.

After the first recording at GOR, the N-8 eand E-W traces vere
found to be identical for eny polarisation of magnetic field. This
vas considered too coincidental to be a real phenomenon and it wes
discovered that a North Sea gas pipe ran directly through the electrode
array at an orientation of N 45° E. Thus, the nstural telluric field
had become perturbed by the pipe. The electrodes were re-locasted and
observations of the netural telluric field ensued.

Recording st FTH vas proceeding well wntil sbout 1700 hours on
29 August 197Th when both tellurics suddenly went off-scale. Because
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of the high-pass filter time constants for the FVsb, it was about an
hour before the traces retumed to zero off-set. This effect was
traced to a blast at a nearby opén cast mine which had altered the de
potential between the pairs of electrodes. Fortunately, this did not
occur often.

Mechenical vibrations caused movement of the Jolivet variometers
which wes recorded as spurious high frequency noise. Yhis noise com-
pletely overwhelmed the natural veriations and sccordingly, it was
desirsble to place the magnetometers as far from roads and tracks as
possible. Because of the strict requirements for en MT field site
however, it was occasionally necessary to plalce the Jolivets close to

known sources of intermittent vibration.
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CHAPTER X4
DATA ANALYSIS

4.1 General Considerations

With the advent of high-speed, large storage capacity modern
computers, data analysis has become, in the main, computer oriented
The first objective of any computer processing of analogue records is
calibration of the data to permit study of it in the time domain. This
usually involves computer re-plotting of the data in a manner which
enables direct qualitative comparison betwecen observations made either
at different locations at the same time or at the same location at
different times. The second objective is the derivation, from the time
domain recordings, of frequency domain parameters which might aid the
delineation of causal anomalous conductivity structures.

With data from an array of variometers, the firsE_ij ective pro-
vides a relatively quick method of gaining a qualitative impression of
what may, or may not, be a local induction anomaly. However, it is
usually necessary to employ frequency domain analysis if a more rigorous
interpretation is sought. The research worker nevertheless should not
bypass time domain procedures. The very worthwhile papers by Cough and
his colleagues- reporting their preliminary analyses of array dgta from
visual inspection only illustrate its usefulness.

Single station data, by its very nature, is more easily interpreted
in the frequency domain. Accordingly, it is not usual vhen conducting
an investigation with only one set of instruments to try to gain much
qualitative information from the time domain characteristics of the
observations.

A time domain analysis of data allows estimation of parameters

that are time dependent, €.g. of the source, etc. Frequency domain
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analysis however permits derivation of time independent parameters, for
example the conductivity distribution.

Two types of spectral analysis are discussed in this chapter.
Techniques applicable to Fourier transient phenomena have been used for
the analysis of the array data, and those expedient for Fourier intran-
sient data have been employed for the analysis of the single station

magneto-teiluric records.

4.2 Processing of Fourier transient events from the GDS array

The initial processing of the GDS data from Array B was carried
out by the author during a two month visit to the University of Alberta,
Edmonton, Canada in 1974, using methods described in this section. As
has been mentioned, shortage of time has not permitted the author to

analyse the data from the array fully.

4.2.1 Data selection

e

All the data from the 19 variometers were scanned quickly to
determine those sites which had complete records for the whole of the
observational period. Data from one of these sites was re-inspected
and a note made of the characteristics (i.e. estimated polarisation,
estimated spectral content, duration, type and form of -activity and
local time) of magnetically active intervals. Nine of these 'events'
were chosen as being the most suitable for study. The f£ilm records
for each site were then examined for the data quality during each of
the nine chosen events. Two of the nine were then selected for
processing on the bases of their coverage 4 table 4.1 - and their
characteristics. Figure 4.la shows an example of the Pe5 micropulsation
event, of periocd about 400 s, duration approximately 90 minutes, and
commence time just prior to 1200 (UT) on 9th December 1973. The

second event is illustrated in figure 4.1b. It is a bay type phenomenon
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TABLE 4,1

Available data for GDS array events 2 and 3

Bvent 2 Bvent
BOR HE D H D
ARD HD 2 H D Z
COA H E D
HEL HD 2 HDZ
FIN H D 2 H D Z
BUR H D Z H D Z
GST H D Z H D Z
LES H D 2 H D
STB H D .
GAL HD 2 H D Z
cor E D HD %
CPH H D 2 H D Z
THO HD Z =
ESK nD 2 H D Z
8GH H D H D2
- 1l &
T0G BD2 H D
BKD .. ki
HAG =t E D
WRK E D 2 T
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with a preceding sudden impulse which occurred at 16.45 (UT) on 19th

December 1973.

4k.2.2 Data Reduction

As reported in section 3.1, recording was on photographic film with
a time interval of 20 s.between data points. If it can be assumed that
the film transport was at a constant rate (which should be reasonably
valid for the short sections of data being analysed), and that the film
burn is contrasting enough, the data presents itself in a form suitable
for automatic digitisation. The automatic film-digitiser developed by
the University of Edmonton (Alabi, 1974) was used for this purpose.

The operations involved were as follows:

(i) The roll of film was placed in a scanning device which moved
the film across a differential photocell at a constant rate. At preset
intervals (corresponding to a film-time interval of one minute), a light
source above the film illuminated. This caused the phdtocell to register
the position of the five spots (two baselines and H, D and Z) on the
film, plus any other transparent sections such as scratch marks. The
f£ilm scanner then transmitted the (x, y) co-ordinates of all points with
intensity greater than a threshold intensity. These co-ordinates were
written onto magnetic tape by the PDP15 computer interfaced with the
film scanner. The computer also displayed the points on a Tektronix
screen, where they appeared in sequential order. When the display
sereen was full, a hard copy was made of the data on the screen. This
was used by the operator at the next stage of processing to distinguish
between traces.

(ii) Using Edmonton's IBM 360/165 computer, the information on the
digitiser tapes was processed by an interactive graphics program written

by Dr. A. O. Alabi. On prompts from the program, the user, employing a
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light pen follower, traced the two beselines and the three magnetic
records in turn on the interactive grephics display screen. Recognition
of each trace was made by reference to the hard copy from the automatic
digitising process, If there were now exactly sixty digitised points

in any one hour, an interpolation program made the necessary adjustments.
Other prompts from the program requested such pertinent information as
calibration factors, geomagnetic co-ordinates of the station and timing
of the hour marks, etc, The calling program then output the (60x no.

of hours ) calibrated points for each trace.

As absolute magnetic observations had not been made at the field
sites, absolute baseline control was not possible. To give all the
data an equivalent baseline therefore, it was necessary to digitise
data in advance of the start of the event and take relative differences.
For both events exsmined, digitisation started at least 40 minutes
prior to the megnetically sctive period. =

Three main problems arose when the automatic digitising procedure
wvas applied to Scottish records:-

(i) For reasons discussed in chapter 3, the traces were frequently
very faint. Lower threshold illumination levels were tried but this
resulted in an unacceptable level of background noise.

(ii) When the variations were sufficiently rapid, the differential
photocell recorded two, or even three, x-y co-ordinates for one trace
vhen only one should have been recorded. ‘This multiplicity could not
be resolved at the interactive program stage.

(iii) TIf the traces were too close together and crossed many times,
the resulting digitisation became too Gordian for processing by the

interactive graphics procedure.

If any one of these problems arose, the automatic digitising

process was abandoned for the pertinent trace or traces, and manual
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digitising was performed. The procedure involved using & film viewer,
the screen of which was covered by a grid. The film vas adjusted in
the reader so that the base lines were horizontal. Then every third
point, corresponding to a time interval of one minute, had its y co-
ordinate noted for each of the traces being digitised in this fashion.
These co-ordinates were then punched on cards.

For the micropulsation event (fig. 4.1a), an attempt was made to
process the data automatically but difficulties arose due to problems
(ii) and (iii) above. Accordingly, all the data were digitised manually.

For the bay event (fig. 4.2b), the only problem was with a few
faint traces; these were digitised manually.

One major problem that presented itself during data reduction pro-
cedures was the exact timing of the individual magnetograms. As has
been mentioned in section 3.1.6, the film drive sometimes completely or
intermittently jammed. hmmerme,emttiingofthcmt
could not be obtained by the usual methodi of counting hour marks from
the beginning or the end. To overcome these difficulties, exact times
of (a) the very first inflection for the micropulsation event and (b)
the sudden impulse for the second event were obtained from Eskdalemuir

observatory records. It was assumed that these two precursors vere

simultaneous over the whole array. By using this method, a timing

inaccuracy of one spot, i.e. 10 s, was the maximum possible, This
corresponds to an error of 48° in phese for the micropulsation period
and less than half a degree for the main periodicities of the bay

“ml

4.2.3 Time Domain Analysis
An:lysisinthetiﬂdﬂin,uhubunufermwintm

introductory remarks to this chapter, provides s qualitative indication
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of the variation of the geomsgnetic field over the whole array. Whether
the variation is due to external source effects or internal induction
effects cannot in general be resclved. However, in mid-latitudes, it is
reasonable to assume that the source will remain relatively uniform
over large horizontal distances (compered to the size of the array).

The usual procedure is to stack the magnetograms in lines of equiva-

lent geomagnetic Jatitude and to inspect the plots for inherent differences,

This can be performed on two scales.

On a regional scale, examination of the direction in which the
horizontal field increases or decreases can give an indication of the
type and position of the inducing source. An excellent example of this
approach has been given by Alsbi et al. (1975) from visual exsmination
of substorm activity on 28 August 1972. They concluded that the Hy
component of the magnetic field was a field-aligned Birkeland current
vhereas much of the structure of the nx component var_&tion was probably

due to the ionospheric east-west morning current,
Consideration of more localised variations in the horizontal field,

together with the variations in the vertical field, can indicate the
position of anomalous internal current concentrations. Indieative of

current concentration in a conducting body are the following important

signatures;
(a) there is a large phase shift in Hz, or even reversals on either

side of the current, and
(b) the horizontal field mormal to the strike of the body is

enhanced on cne side, and depressed on the other side, of current

concentrations.

By observing these signatures in their array dsta from central
U.S.A.. Alabi et al. (1975) vere able to plot the axis of a conducting
*O.A., »

body (approximated by a line current) through their eight lines of

magnetometer recording sites.




Lh.2.4 w

Hanynethodnmemhlﬂhhleformmrﬁngad:ta set
from the time domain to the frequency domain. A brief summary of these
will be given in the following discussion of spectral estimation.

The procedure used for the analysis of the array events was the
Fast Fourier Transform algorithm of Cooley and Tukey (1965). Pre—
trensformation operations vere; removal of the mean and linear trend,
application of a cosine bell window to the initial and final ten per
cent of the data, and extension to 4096 points by the addition of zercs.
Fxtension from no. of hours x 60 (either 180 or 300 points for the first
and second events respectively) to 4096 end not to the next power of two
(256 and 512 respectively) as is usual,may appear erroneous, but it
must be remembered that the data being analysed is 'transient' data.
As such it can be defined as non-periodic deterministic data for which
a discrete spectral representation is not possible bui: continuous
spectral representation is. One method for gaining a more continuous
spectrel coversge, thus a more correct representstion, is by the addition

of zeros. This sddition is by its very nature justifisble as essumption

is made from the outset that

t
-ﬁt'i =0 for 0>t and BT
a(t)

Assurance thet the procedures appropriate for the estimation of

spectra of stationary random data (i.e. the FFT slgorithm) can be

applied ﬁmummawumim data is
given by Bendat and Piersol (1971) and Hermance (1973).

When the spectral content of the event had been computed for all
the tvo horizontal components were

stations, the amplitude spectra of

examined to choose a period (or periods) at vhich the field exhibited
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a local maximum. In the following section on spectral estimation for
intransient data, the need to band average the Fourier co-efficients

vill be stressed. However, for non-periodic deterministic transient

data, the estimate does not have an sssociated random variance, hence
band averaging is not necessary.

Maps of Fourier spectral amplitudes have been prepared at a number
of frequencies of interest and using an algorithm given by Fowler et al.
(1967), the polarisation parameters were estimsted and plotted. These
results will be discussed further in Chapter 5.

Further sophisticated techniques, such as transfer function analysis
and an attempt to separate the internal and external fields, were not

attempted.

4.3 Processing of Fourier iniransient record sections for single station

MT and GDS data

As inferred in 4.1 and 4.2, the data recorded by—she MT equipment
at the 13 locations is inherently different in character from that
recorded by the arrey study. The data are not Fourier transient
phenomena but rather Fourier intransient phenomena which can be analysed
statistically to gain information about the frequency content. An
example of & typical record section is illustrated in figure 4.2,
Assuming that the data are generated by random processes, or at the
very least obey the Central Limit Theorem (Jenkins and Watts, 1968),
the first objective of computer processing stated in 4.1 is less
relevant. By enalysing a sufficient number of variations to satisfy
the central limit theorem, the dependence of the frequency domain

parameters on the time of observation ideally can be reduced to zero.

. g is not essential.
Thus, qualitative comparison of simultaneous MT data

The aim of Fourier intransient data processing is therefore the esti-

mation of frequency dependent characteristics - the second objective

of 4.1.
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k.3.1 Data selection

Data frmthemm.mmeﬂinthe same menner as
described in 4.2.1 and & note made of the charscteristics of data
sections where there wvas activity. Data sections were then selected
for analysis from thst available from each site. The main eriterion
for selection was high signal level but consideration was also given
to the time of day and dominant polarisation of the sections. This vas
to ensure that vhen the impedancesestimated from each section analysed
from a particular site were averaged, the final estimate would not be
biased by one particular source field structure., This estimate would
hopefully represent an ensemble averaging of independent information.

For the SVS data, the amount of useful events recorded for each

site was such that all vere analysed.

4.3.2 Date reduction

Data wvere recorded in analogue form on the Watefiabe pen recorders
thus necessitating conversion to digital form for computer processing.
This was accomplished by manually digitising the selected data sections
on a Ferranti Freescan Digitiser table. A digitising interval had to
be chosen that would not involve aliasing errors (Jemkins and Watts,
1968, pp 52-53). For the rapid-run records of the FVSa and FVSb
systems (15 mm min"l and 7.5 mm min-l), the 3dB low pass filter points
were at 10 s. Also, the natural geomagnetic spectrum exhibits low
activity levels in the frequency range 0.1 = 10 Hz (figure 1.1).
Hence, a digitising increment corresponding to 5 8 or less vas ample.
The interval chosen was 0.5 mm, corresponding to & time interval of
P s for FVSa and bk s for FVSb. Some data however exhibited large
gradient miatim—uhl’inthntellu'ic fisld - and it vas

decrease the gigitising increment to 0.25 mm
imation.

considered necessary to
(lsmdza)tomdmeminspectrﬂeﬂ




91

For the slow run data of the SVS (30 mm hr-l), the low pass 3dB

cut off was at 200 s, The filter response at 60 s - corresponding to

0.5 mm digitising increment - vas about -15dB., This was considered

sufficient to remove signals with period less than 60 s, Therefore,
aliasing problems would not occur.

Prior to digitising eny trace from a data section, a trace header
was keyed onto the magnetic tape. The header was mainly for trace
recognition but it also contained other pertinent information: recorder
full scale deflection setting, sign, time of event, chart speed and
trace parallax.

Chart tilt relative to the digitiser x-axis was recorded by
digitising a point at either end of the base line on the chart. The
digitised points were then reduced to zero tilt at the first stage of
computer processing. The necessity for this correction was shown by
Stuart et al. (1971) who demonstrated that a tilt as small as 7°
introduced spectral distortion in the form of second and third harmonics
of the main peak, These harmonics were not present in the data.

A total of 137 data sections were digitised, 93 by the author and
the remaindr.:r by the Edinburgh Regional Computing Centre. For each
digitised section, a check was made of the digitising procedure by
Plotting out the digitised data and comparing it by overlay with the

original. Discrepancies of greater than 2 mm resulted in re-digitising

of the erroneous data trace.

4.3.3 Data conditioning

Certain pre-processing operations have to be undertaken before
spectral estimation procedures can be spplied to the data. This is
because the frequency domain windows often include side lobes which

can introduce gross harmonic distortion about spectral peaks.
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Fourier transformstion from the time series - x(t) - to its complex

frequency dosain series - X(f) - is mage by

x(z) = [ x(t)e 186 g (%.1)
However, data sets are of finite length, therefore an estimate of
x(r) given by
T
f(e, 1) = ] x(t)e 0t 4 (4.2)
o

must be made. Equation 4.2 is equivalent to

X, 1) = ] x(t)u.r(t)e'i"" dt (4.3)
vhere 0 t<o0
Uplt) = 1 O<t<T (h.4)
0 > % 1.7

Function UT(t], given by k.k, is usually called a "box-car"
function (Kanasewich, 1973, p 91) and represents the restriction of
knowledge of x(t) to the range (0, T). Equation k.3 can be re-written
as a frequency domain convolution between X(f) and the Fourier trans-

formation of Uy(t), i.e. Up(f), as

R(g, T) = Uy(£) * X(2). (h.5)

The shapes of Uy(t) and Up(f) are illustrated in figure 4.3a and b,
The large side lobes of Un(f) - 24% first negative lobe, 13% first
positive lobe - will ceuse spectral distortion by permitting 'leakage'
of power through the lobes. The shape of Uy(f) is given by the
Fourier transformation of Un(t) - given by equation 4.k - and is

le) = r(;-"-ﬂ—-ﬂ‘-’-’— ) = T sine wfT. (4.6)

e — A ——— e e e s B

i
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For the data sections digitised, variations with period the length
of the data set, i.e. the fundamental, were not apparent. Hence, power
estimates at the zero and fundamental frequencies should be zero.
However, since Fourier transformation implicitly assumes repetition of
the data set outside the observation window (given by 4.4), high power
estimates at the fundamental period ere incscapable. Distortion of the
other frequency estimates by side lobe leakage of power at the funda-
mental can be reduced to & minimum by either reducing the side lobes or
reducing the power at the fundamental, or both.

Superimposed on the data set may be a non-stationary trend function.
This trend may be caused by meny effects (e.g. instrumentation or thermal
drift, chart tilt) and, unless it is removed, it will give rise to a
sharp spectral peek at zero frequency and distortion of the spectra if
real spectral pesks are present (Stuart et al., 1971). These effects
are again due to power leakage through the side lobes __zr the data
window. Many methods exist for removing trends from data, but their
application assumes an a priori knowledge. To gain insight into the
most suiteble objective trend to subtract from the data sections, tests
were conducted on both artificial (random and sinusoidal) and real data.
For those dats sets tested, a comparison was made of the estimated zero
and fundemental frequency power levels after removing one of three trend
functions. The trend functions investigated can be represented as poly-
nomials of degree 0, 1 and 2.

Removal of a zero degree polynomial trend is equivalent to removing

the sample mean of the data set. This is given by

1
x=s+c-s+i.£lxi,

(4.7)

where [x] is the original date set

[s] is the reduced data set

and ¢ is the sample mean.
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The form of ¢ given by .7 has been shown to be an unbiased estimate of
the true mean (Bendat and Piersol, 1971, p 101).

Removal of a polynomial of the first order represents reduction of

the form

x=bs +e¢ (4.8)
where b is the linear trend of x .
The term b can be estimated using either an avercge slope technique or
a least squares procedure (Bendat and Piersol, 1971, pp 288-290). In
the tests, the average slope algorithm was employed.

A second degree polynomial trend can be removed by deriving s

from x by

X a82 +.58 + ¢
vhere a is the quadratic, or half-simusoidal, trend of the data. This

trend was removed by first estimating the Lagrangian second-order

interpolation polynomial to x from

|

L2(i) = (i -N|2)(i -N) e i(i - N)

¥?|2 ° Py - ) A
+ ﬂé_:ﬂgl x2 (h.g)
(8% - N|2)

(Jetfrey, 1971, pp 336-337)

where i is the point number
Xs X and x, are the values at the beginning, middle and
(63

end of the data set respectively

and N is the data set point length.

i int t
The polynomial, Lz(n) was then removed from each data point Lo

give s from
HRCE e I:Q[i) (4.10)

The values x_, X, and X, were estimated by averaging over the first 10%,
ok
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middle 20% end end 10% respectively, viz:

N &
1 g/m 1 210 oy At
*%»"0L %X =3 X,y X, === e 4.1
o 10 Fa 1 Il 20 iz_%:-ﬂ_ 32 %o 10 izlzl._nxl { )
2 10 10

The tests indicated that removal of a quanratic trend by employing
equations 4.9, 4.10 and 4.11 gave the smallest power levels at the
zeroth and fundamentel frequencies. This is illustrated in figure h.k4.

As well as reducing the spectral power at the lowest frequencies
to a minimum, it is desirable to modify UT(i’), given by 4.6, to reduce
the side lobe amplitudes. Application of a cosine taper to the first
and last 10% of the data, first suggested by Bingham, Godfrey and Tukey

(1967), has been widely accepted. The cosine taper is given by

0 £ <50
(1 + cos (206/T - 1)r) 0 < t < =
Cplt) = 1 T/I0 <t < T - T/10s (4.12)
1(1+cos (10(2~¢)/T-1)m) T-T/10< £ <1
) t >,

The Fourier transformation of CT(t) to CT(f} is given by Kanasewich
(1973, p 93) and is iliustrated in figure 4.5b. The reduction in the
side lobe amplitudes is obvious by comparing 4.3b with 4.5b. The

estimate of the function X(£) (equation 4.1) after utilising cosine -

bells is given by

%,(£, 1) = Cql£) * X(£). (4.13)
However, a correction term of (1/0.875) must be employed to scule

17 d
ic(f, T) because of the smaller area of CT(t) to UT{t) (Bendat an

Piersol, 1971, p 323). The spectral estimate of x(t) in the range

(0, T) is thus given by

%(g, 1) = 1.143 Cyl£) * X(£). (4.14)

—.

IR,

e e — T —



o degree of
polynomial

ey removal ‘0
T /
o £ n
. /'5,} A2
i -

”44‘
™ 2 J /
(Xt /
N

L’B_J $ T { /
O /
o A /
s , /
= /
D
B e | f

-1

Hj H COMP = A
/
s /
| 310 10:0 I{;n 100(;0
PERIOD IN SECS
Figure 4.4 Example of different trend removal

STATION DZR9

EVENT 1058 2% 974 TO 1258 2% 974

-a polynomial trend of degree 0,]
& 2 has been removed from the H-
component of data section DZR3




cT(t)A

o
LIy Mo 7710

I | |

: ! A

0 @ :
X s
C.{f)

———— — >

The cosine taper window -cT(t)— and

Figure 4.5
jts Fourier transform -CT(f)



96

When computing X(f, 7) from x(t) by the Fast Fourier Transform
algorittm of Cooley and Tukey (1965), the data set point length has to
be a power of 2. Accordingly, the data sections had to be either
truncated or extended. Extension is to be preferred to truncation as
data should not readily be discarded. This wes accomplished by augmenting
the data sets with zeros. Although more estimates are possible with an
extended dats set (Bendat and Piersol, 1971, p 325), the number of degrees
of freedom of each estimate is reduced from 2 (one degree of freedom
associated with each of the sine and cosine coefficients) to 2N/N',
where N is the original point length and K' is the extended point length.
Augmentation of the data set by zeros also has the desirable feature of
smoothing the spectral window (Kanesewich, 1973, p 100).

Spectral estimation of random data assumes a flat power spectrum.
Real daita analysed in geophysics rarely, if ever, exhibits equal power
at all frequencies. The natural geomagnetic spectrum shows & logarithmic
inerease in amplitude from 1 s to 3000 s (figure 1,1). To compensate
for this increase, several workers (see Kurtz, 1973) have investigated
the effect of prevhitening the data prior to spectral estimation. The
prewhitening procedure involves prediction error filtering of the data
(Robinson, 1967; Wiggins and Miller, 1972) to obtain a random series
vhich, by virtue of its random properties, will exhibit a flat power
cpectrum. The effect of the filter is removed after spectral estiwation
has been accomplished. However, Kurtz (1973), who slso analysed MT
data, concluded that prevhitening the data had no noticeable effect on
estimated spectra,calculated apparent resistivities or polarisation
parameters. The procedure was therefore considered not to REan
essential pre-processing operation for data recorded for this project
also.



k.3.4 Spectral estimstion and band

Many procedures exist for estimating the spectral content of a
time series. Methods useful for geomagnetic data have been reviewed
by Sims and Bostick (1969) and Hermance (1973a). There are three
basic procedures, (i) autocorrelation techniques (Blackmsn and Tukey,
1967), (ii) Fourier iransformation methods (Biogham et al., 1967) ana
(iii) filver methods (Behannon and Ness, 1966; Berdichevsky et al.,
1973).

Two other methods which have recently become aveilsble are non—
linear data-adaptive spectral estimators which give greatly increased
resolution. They are the Maximum Entropy Method of Burg (1967, 1968,
1570, 1972, 1973), suggested independently in the form of an auto-
regressive spectral estimator by Parzen (1969), and the Maximum Likeli-
hood Method of Capon (1969), both reviewed by Lacoss (1971). However,
as shown by various workers (Chan and Stegen, 197h; c'?l.utillot end
LeMouel, 1975; Fougere et al., 1975; Ulryeh, 1975), the spectral
amplitudes have an associated high variance. In geomagnetic induction
studies, a low variance for an estimate is far more desirable than a
high degree of resolution, Hence, these methods were not employed in
this study.

For computational efficiency, Fast Fourier Transformation is
prefersble to autocorrelation. Various workers (Centleman and Sande,
1966; Bingham et al., 1967; Rader, 1970) suggest that the most
efficient way of estimating the sutocorrelation functicn of a time
series is to transform the series by FFT into the frequency domain,
perform a convolution and then inverse Fourier transform the convolved
parameter, again bty FFT, The equivalence of the time domain auto-
correlation function and the pover spectrum is given by the Wiener-

Khintchine theorem (Kanasewich, 1973, PP 75-11).
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In a comparison between spectral estimators (i) and (ii), the
Cegniard epparent resistivity estimates derived by both methods were in
close agreement. A program in the Biomedical Computer Program Package,
BMDO2T (Dixon, 1971), was used to calculate the autocorrelation
characteristics. For the Fourier transformation, subroutine RHARM,
based on the algorithm of Cooley and Tukey (1965), was employed.
Because of the similarity of the Cagniard estimates and of the much
emaller computing cost of method (ii), RHARM, a routine in the IBM
Bcientific Subroutine Package, was used for all spectral estimations.

After the pre-processing operations described in 4.3.3 end trans-
formation by RHARM, each of the five frequency series (N(f), E(r), H(f),
D(f) and Z(f)) was multiplied by the complex conjugate of each of the
five series. This gave a 5 x 5 cross—spectral matrix at each frequency.
Ten of the cross-spectral series represent the complex conjugate of
ten others since

(i*Dp) = (ND*)*.

Each estimate from & random time series is mutually independent of
any other estimate and is chi-square distributed with two (or 2N/N' if
sugmentation has been used) degrees of freedom (Jenkins and Watts, 1968,
pp 230 - 233). Even if the data are not Normally Distributed, as is
required of rendom data, the Fourier cosine and sine estimates will be
very nearly Normal, by the Central Limit Theorenm, and the distribution
of the cross-spectra will be chi-squared (Jenkins and Watts, 1968,

p 233). However, the normalised standard error of an estimate, vhich

defines the random portion of the estimated error, i

B, = (2]n)°"? (4.15)

(Bendat ang Piersol, 1973, P 191), where o is the number of degrees of
t ]

freedom. Hence, for n = 2 or less, the standard deviation of the
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estimate is as great as the estimate itselr, Algo, the variance of each
estimate is independent of the sample size (Jenkins and Watts, 1968,

P 233; Bendat and Piersol, 1973, p 191). Therefore, auto- and cross—
gpectral estimates of the form

B () = %ﬁ‘:u, 7)|? (k.16)

are inconsistent.

There are three basic techniques for reducing the variance of an
estimate by increasing the number of degrees of freedom associated with
that estimate. The method most commonly employed involves averaging
neighbouring frequencies (Daniell, 1946). For the Bartlett spectral
estimste (Bartlett, 1948), the data set is segmented into non-overlapping
sub-sections and the spectral estimates from each sub-section are averaged.
The third approach consists of aversging the spectral estimates from an
ensemble of independent events and hence can be considered an extension
of Bartlett's suggestion. FEach of these procedures then results in a
‘smcothed' spectral estimate with a smaller variance than the 'raw’
estimates.

For the main analysis progrem - PROGRAM ONE - the first technique
described of frequency smoothing over adjoining estimates was applied.
The smoothing window applied was the rectangula: box-car shape in the
frequency domain. This form is recommended by Ksnasewich (1973, p 102)
rather than the usual sutocorrelation windovs (e.g. Hanning, Hamming

or Parzen). During the initial processing, a Daniell vindow vhich was

independent of frequency was used, i.e. the same number of raw estimates

were averaged together regardless of the centre frequency. However,
this resulted in many closely-spaced smoothed estimates for periods
close to the Nyquist period and a few widely-spaced smoothed estimates

at the longer periods. A more reasonable window to employ for geomagnetic
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studies is one that gives approximetely equi-spaced smoothed estimates

on & log T scale. The vindow commonly used to obtain this result is a
Constant Q (Swift, 1967; Vozoff, 1972; Reddy et al., 1976) or a
logarithmic Daniell (Fournier and Rossignol, 1974) window. A comparison
between a normal Daniell window, averaging 8 raw estimates to obtain

each smoothed estimate, and a Constant Q window, with a Q of 0.3, for

the estimated power spectra of 5 random series, is illustrated in

figure 4.6 (note: the Constant Q spectra have been offset upm:trds).

For a random series with zero mean, the power spectral density should

be flat with megnitude equal to the variance of the series (Jenkins and
Watts, 1968, pp 224-226). The reduction in statistical scatter obtained
by applying the Constent Q filter can be seen in figure 4.6. Accordingly,
a Constant Q window was employed throughout for smoothing the raw spectral
estimates.

For all data analysed, the first terms of the Fourier series were
discarded a3 they represent the average power levels of the series, i.e.
the dc components. Also, it was found necessary to discard the first
harmonics as they were extremely sensitive to the form of detrending

function used — see s=ction 4.3.3. This problem has been reported by

Hermance (1973a).

4.3.5 Correction for instrument response

Two different corrections have to be applied to the data due to

the response of the instrumentation. The effects of the parallax

between the traces (3.3c) and of the filter responses (3.3a) have to

be removed at the computer processing stage.

As described in section 3.3c, the parallax between the five pens

was recorded st least daily. If & data section was selected from &

chart, the nearest parallax check was located and the parallex of each



Figure 4.6 Comparison of employing a Daniell window, or a
Constant Q window, for averaging

Note: the power levels derived using the Constant
Q window have been increased to avoid
overlap
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trace (i.e. the distance from the Z pen) ves measured accurately (to

0.01 mm) on the Ferranti Freescan Digitiser. The TRATEE of b trabes
wos recorded in the relevant pre-trace header. If the data section to
be analysed was sufficiently distant from a parallax check, then the
trace parallaxes of the checks before and after the time of the data
section were measured. A weighted averaging procedure was then applied
to deduce the parallax values at the data section start time. This
procedure inherently assumes a linear change in parallax between the two
checks. The worst recorded pen shift was one of 1 mm by the D pen
during the first fast run (7.5 mm ni.n_l) at Drumelzier. This discrepancy
corresponds to a maximum phase error of 288° at the shortest period at
vhich estimates were made (10 8). In practise, the error will only be
significant mid-way between the two parallax checks and at very short
periods. Most high frequency data were obtained from FVSa, which was
recorded at 15 mm min -, and typical pen movements vere 0.2 mm. This
corresponds to a maximum error in phase at 10 s of +14° if ths pen

shift was not linear.

After estimt:;.ng the parallax of each trace, the relative time
shift between traces had to be removed to obtain the correct phase
spectra. This correction can be applied either in the time domain or
in the frequency domain.

In the time domain, correction for pen parallax necessitated
interpolation because the separations between any pens and the Z pen
were not an integral number of digitised points. A linear interpolation
progran, written by D. Rooney, vas esployed to perform this procedure.

Correction for parallax in the frequency domain is inherently
A11 that is required is to multiply the smoothed cross-spectra
tor. Consider the Fourier transformation of time

simpler.

by a correction fac

i ion of a
series x(t) with a parallax time translation §
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X(z) = rx(t Y Ty

-0

Substitute, t' = ¢ + a, then

x(£) = ei“‘“f x(tr)eiot" 4.,

= o'le X'(f).
Similarly for y(t) with a parallax time translation of b,
¥(£) = &P yi(g),

The cross-spectrum between the true Fourier spectras X(f) and Y(f)

is given by

Sxy(f) = x* (£) ¥(£),

X'* (£) yr(g)el0(b-a)

Sky(£)eiw(v-2) (4.17)

Hence, the cross-spectral estimates, §iy(f), have to be multiplied by

exp (iw(b - a)).
A comparison was made between these two methods of parallax correc-

tion. As shown clearly in figure 4.7, it was found that the frequency
domain methods provided more reliable phase estimates at short periods.

The frequency domain method also gave a considerable saving of computer

time.
As reported in section 3.3a, the analogue filters employed at the

recording stage were designed by Trigg (1972). They were Butterworth

second-order low and high pass filters. The response of these filters

had to be removed at the processing stage. For the FVS systems, both

low-pass (-3dB points at 0.1 Hz) and high-pass (-3dB points at 0.003 Hz
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and 0.0008 Hz) filters were used whilst for the SvVs only _ low-pass

(-3dB point at 0.005 Hz) filters were used. The response of the low—
pass ‘filters could be compensated for by multiplying the spectral

estimates by the second-order Butterworth Polynomial
BL(P) i L JE—P"'Pa’

% e T, 2 .
where p l(mlmL) 1(TL|T) end T, is tbe -3dB period (Kanasewich,
1973, pp 175-179). Substitution for P into the Butterworth polynomial

yields

BL(TJ ='A.L -1 CL’

2
h = - =
vhere Ap =1 - (T, |T)° and G, = 2 (T |m).
To compensate  for a high-pass filter, the transformation p = 1/s
where s = i (wle) is employed (Kanasewich, 1973, pp 179-181). The

second- igh~ i i i
order high-pass Butterworth polynomial is accordingly

By() =y - i O,

where A, =1 - (7|1,)® and ¢ = +/2 (T|T,).

This polynomial could also be used to correct the spectra of the five
traces. However, for computational efficiency it is preferable to
apply the filter corrections after the number of estimates have been
reduced by band averaging, i.e. to the smoothed auto- and cross-
spectral estimates. Consider two time series, x(t) and y(t) ,

with their corresponding Fourier transforms and required Butterworth

corrections (either low or high pass)

Instrument correction

Series Fourier transformation
x(t) X(£) = a, - ig, B (f) = A - iC,
y(t) Y(f) = e ioy By(f) = Ay - “"y .
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The cross-spectral estimate of the two series is

sw(r) = X*¥(f) Y(£) = {a.x - i‘x’("y - ic-y),

where a =aa +cc Q. = C - e .
8 Xy x;ra'w"l s axy a'yx

The corrected cross-spectral estimate is given by

csn = cx"(f) er(r),

= (x(¢£) B (£))* ¥(r) Bytr).

cs cs?
where By " (Axﬁy + cxcy) &, (Axcy Aycx) ey (
i % _ c (4,18p)
s (Axcy *‘ycx’ 8+ (AxAy * i y) Cqs

o —

and a_ and cg are as previously defined.
The corrections to the cross—spectral estimates for the filter
responses were applied by inserting the relevant -3db cut off periods
into the equations for A, and C; (for low pass filters) or Ay and C.
(for high pass filters) and employing h.lss and b.
A block disgram of the main analysis program — PROGRAM ONE -
showing the procedural steps described by 4.3.3 and 4.3.k4 to estimate

i is 1 trated in figure
the auto- and eross-spectral matrix, Sxy(f)' is illus

4.8,

4.3.6 Digital filteri
The powerful numerical technique of digital band-pass filtering
the raw data to gain a qualitative impression of the behaviour of the
spectral components with time has not until recently found much support
=

i i imarily this is because the
in geomagnetic induction studies. Primarily
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geomagnetic and telluric variations st lov periods (1 s < 103

§) are not
slveys transient phenceine = unlike most sefemic ats = but are move o
less continuous. A second factor is the prohibitive computing costs of
convolution filtering. Also, digital filtering of any data must be
done with care. Some dangers inherent in utilising too narrow a band
pass were discussed by Sluteky (1937) and Currie (1966).

Various vorkers however believe that time-domain filtering is an
essential part of geomagnetic data analysis (e.g. Bebannon and Ness,
1966; swift, 1967; Berdichevsky et al., 1973; Hermance, 1973a; Grillot,
1975).

With the advent of recursion filters - reviewed by Shanks (1967) -
data can now be band pass filtered with far fever computations than is
required by convolution filters. A saving of over 90% in computer time
vas realised by Hermance (1973a) when he employed recursion filters
instead of convolution filters.

In order to examine the variations in time of th_: signal content
of the five traces, some data sections were band pass filtered using a
computer program written by D. Ruoney (reported in Rooney, 1976). The
program was based on a recursion algorithm given by Shanks (1967).
Examination of the filtered data demonstrated the need for a sonogram
analysis adopted by Swift (1967), Hermance (1973) and Grilloet (1973),

or a closely related equivalent, to obtain acceptable signal to noise
ratios at short periods. However, a time domain filtering program,
containing a bank of narrow band pass filters, requires a lot of
computer time and file space. Also, the investigator has to inspect
each filtered record and choose suitable sections for analysis. This
would be extremely time-consuming when 137 data sets have to be
analysed. In the following section, a frequency-time analysis is
presented which is equivalent to s sonogram analysis. However, the
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proposed frequency-time analysis requires less computer resource, both
time and file space, and also less effort on the part of the investi-
gator.

4.3.7 Frequency-time analysis

Ae described in L4.3.6, digital band pass filtering of the raw data
indicated that, at short periods, the signal to noise ratios of the
geomagnetic and telluric fields varied substantially with time. This
effect warranted an analysis which could isolate times of high signal
to noise ratio from those of low signal to noise ratio. One of the
acceptance criteria employed was that the power levels of all relevant
traces (i.e. N, E, H and D for MI' estimates; H, D and Z for GDS esti-
mates) at the period of interest must be above a digitiser error power.
Whilst this criterion might reject estimates made at short periods from
the whole data section, estimates made at times of high signal content
would be accepted. Although a sonogram analysis (Btrﬁ“g. 1967) would
indicate those times of high signal content, it employs a lot of
resources.

A frequency-time analysis has been developed for studying the time
varying characteristics of the geomagnetic data. The characteristics
of interest are signal to moise ratios, horizontal ficld polarisations

and coherence functions. The method is related to the Bartlett spectral

estimation procedure (1948) in that the original data section is
{ther with or without overlap. For

mh‘“liedn and

segmented into short lengths, e

each sub-section, a trend is removed, a data

. Each
the sub-sample size is augmented (by zeros) to a pover of two

Fourier transformed and the rav estimates
window. Analysis of the

modified sub-data set is then

are frequency band averaged by a constant Q

uggested
nonstationary properties of a data set by this approach vas ©
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by Welch (1967). Two choices of data window are stated by Welch to be

of reasonable form. One has the shape 1 - t%: - 1 < ¢ < 1, and gives

a spectral window close in shape to that of the hanning, or cosine arch,
window (Kanasewich, 1973, pp 101-103). The other window has the shape
1-|t|: =1 <t <1, and is the Bartlett (1950) date window (Kanasewich,
1973, pp 104-105). Tests were conducted on artificial and real data to
evaluate which of the two data windows was most suitable to employ. The
tests showed little, if any, difference between them. The former (1 - ta)
was arbitrarily chosen for subsequent data windowing.

Welch's paper was written to illustrate how Bartlett's spectral
estimation method (1948) could be improved by using one of the data
windows and, if the original series is short, overlapping the sub-data
sets. The smoothed spectral estimates were obtained by averaging
arithmetically the raw estimate from each modified periodogram. The
author however, was concerned with the nonstationary f.ipects of the data.
Hence, a Constant Q Daniell window was used to smooth the raw estimates
of each sub-data set.

To illustrate the procedure: consider two data sets, x(t) and

y(t) , which are segmented to give K sub-data sets, x,(t) , x,(t),
ooy X (t) and y:!(t) 5 ya{t) Sthiae 5 YK(t) , of length L. The raw
spectral estimates are obtained by taking a discrete Fourier transform
of the sub-data sets modified by a data window, viz.

Pt

X, (n) =% 3 % (3w (3) exp (-2ijkn|L) (4.19)

J=0

where w(j) is the selected data window. For the 1 - t° window, as was

applied, w(j) is given by

. Li— 1L+ k.
V(j)gl"[.]- 2 2 ]Z- (‘20)
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Estimates for Yk(n) are obtained in a sim Nt v §.15:

smoothed cross-spectral estimates in the k'th sul e Gbbatisd by

frequency averaging raw cross-spectral estimstes from that sub-set, i.e
~ - *
Sy k@ =<K ). ). (4.21)

A flow chart of this procedure - PROGRAM TWO - is illustrated in figure
k.9,

From the smoothed auto- and cross-spectral estimates of the sub-
data sets, it is possible to evaluate desired parameters. The non—
stationary properties of these paremeters can then be displayed in
various manners., The methods chosen were (i) the frequency-time
variations of various coherence functions and Z/H and Z/D ratios were
written out on the line-printer, and (ii) the frequency-time variations
of power levels, polarisation characteristics and normalised transformed
partial coherence functions were contoured and plottei out by a Calcomp
software graphics plotter. The sub-data sets which display the requirasd
characteristics, either high signal to noise ratio, high coherence or,

a certain horizontal magnetic field polarisation, etec., are then chosen
for subsequent analysis.

To illustrate use of PROGRAM TWO, consider the data section DZR9
- of sample size 3526 points — shown in 4.10. Using PROGRAM ONE, these
data were analysed and apparent IEBiBti?it;-V and phase estimates obtained.
However, estimates at periods less then 50 s were not accepted because
the smoothed auto-spectral density of one, or more, of the traces was
less than the estimated digitising error pover. A sonogram analysis
vith band-pass recursion filters of selectivity 0.2 centred on various

Periods - figure k.11 - indicated that there was more power st short

periods, which was apparently coherent on all traces, during the second

half-hour of the data section.
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Using the proposed frequency-time analysis, ' Siatote i
pover acceptances (figure 4.12a), polarisation characteristics (figure
4,12b) and normalised transformed partial coherence functions (figure
h.12c) vere generated. Figures 4.11 and 4.12a display the same features.
There wcre high signal levels down to periods as short as 20 s (h.1le)
for sub-sets 6, 7, 8, 9, 18 and 19. Information about polarisation or
coherence can be obtained from k.1l in = qualitative sense only. Figures
k.12b and 4.12¢ show such parameters varying with time explicitly.

The sonogram analysis resulting in figures 4.11 took approximately
30 min CPU (Central Processor Unit) time on the ICL 4-T5 computer at.
Edinburgh. The frequency-time analysis that resulted in figures 4.12,
vhich give far more information than does 4.11, took approximately
5 min CPU time.

Other features of this method of estimating power spectra are that
it requires less core storage and less computations tf an FFT of the
full data section (Welch, 1967). As a method of estimating the spectrum,
this method is identical to that of complex demodulation described by
Bingham et al. (1967) end reviewed recently, with applications to geo-
magnetic data analysis, by Banks (1975).

Once the data section has been analysed by the first part of this
frequency-time analysis, PROG2A, the data sub-sets to be analysed at
the particular periods are input to the second part of the program,

PROG2B, and final estimates of required parameters obtained.

4.3.8 Polarisation analysis

Information sbout the polarisation charscteristics of the hori-~
zontal magnetic and telluric fields is important to determine which
equation for the tensor impedances should be employed (section 4.5.2).
Prior to 1967, this information was only obtained qualitatively from



Figure 4.11 Sonogram analysis of data section DZR9
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Figure 4.12

Contour plots of frequency/time analysis of
data section DZR9

(a) Power acceptance regions
(b) Polarisation parameters

(c) Normalised Transformed Partial Coherences
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inspection of time domain polarisation hodograms. The two such hodograms
for event DZRY are illustrated in figure 4.13, Only gross polarisation
information can be obtained from these plots.

Fowler et al. (1967), by adapting principles based on optical
phenomena (0'Neill, 1963; Born and Wolf, 1964), have given a method for
calculating the direction and elliptieity of the horizontal field
polarisation ellipse at a particular frequency. The technique =mploys
the smoothed auto— and cross-spectral estimates at that frequency.
Methods for computing the degree of polarisation of the field as the
ratio of the polarised part of the field to the total fields (polarised
+ unpolarised parts), and the polarisation parameters of the polarised
part of the field only, are also given. _

A FORTRAN subroutine was written to estimate the polarisaticn
characteristics of the horizontal magnetic and telluric field variations
using the technique of Fowler et al. The parameters jirived from data
section DZR9O are illustrated in figure 4.1k. It is obvious by comparing
figures 4.13 and 4.14 thet much more information is obtained from
studying the polarisation parameters in the frequency domain than in
the time domain.

Many workers have adopted this technique for studying micropulsation
phenomena (Rankin and Reddy, 1968; Rankin and Kurtz, 1970; Paulson, 1968)

and MT data (Rankin and Reddy, 1970; Kurtz, 1973; Reoney, 1976) .

4.4 Linear System Parameter Evaluation

In this section, the theoretical algorithms for estimating the

response function (or functions) relating the output of a linear system

to its input (or inputs) will be given. HNew types of coherence

functions, which give a direct estimate of the correlating signal to

random noise ratios, will be defined. The formulae derived will be
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shown in later sections to be useful for estimating the magneto-telluric
impedance tensor elements (section k.5) and the geomagnetic response
functions (section 4.6),

h.h.l 8i e input/si e om we!

Although the basic theory pertaining to the single input/single
output linear system problem has been given in muny stendard texts

(Jenkins and Watts, 1968; Bendat and Piersol, 1971; Otnes and Enochson,
1972), it is considered appropriate to restate it fully here because
the mathematical procedures involved will be employed in -J.ater sections.
Consider the linear system model, figure 4.15a, with a single input
time series, x(t) , and an output time series, y(t) . The output will
be related to the input and the dynamic characteristics of the system,
described by a weighting function h(T), by the convolution integral,

viz.

y(t) -I n(T) x (¢ -T) aT. (k.22)

(Bendat and Pierson, 1971, equation 2.2). Hovever, for sny system to
be physically realissble, it can only respond to past inputs and not
to any future ones. This implies h(T) = O for T< 0. Hence, the
lower limit of equation 4.22 can be set to zero instead of minus
infinity. Direct estimation of the impulse response function, h(T),

methods is unvise because of the bad statistical
1968, pp 422-%29).

by auto-correlation

properties of the estimates (Jenkins and Watts,

These difficulties may be removed by estimating the Fourier transform

of the impulse response function, given by

i(f) = I n(T) ¢ 2T gt (4.23)

e



Figure 4.15 Single input/single output models

X(t) - measured input
y(t) - measured output

(a) - both inputs uncontaminated by noise
'u‘ .

(b) - output series contaminated by noise
() =o(t) +n(t)
(c) - input series contaminated by noise
x(t) =i(t) +n,(t)
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This function is derived by Fourier transforming the input and output

series because the Fourier transform of the convolution integral yields
Y(£) = H(r) x(¢). (4.24)

The least squares estimate of H(f) is given from the Wiener-Hopf integral

equation, which states
Ry (V) = r A(T) Ru(u -T)daT (4.26)

(Jenkins and Watts, 1968, pp 204-205), where RJU(U) is the cross-—

correlation of [ x(t) ] with[y(t)]. The Fourier transform of 4.26 is
Syf) =B s (), (k.27)

where Sxy(f) is the cross-spectral density between X(f) and Y(f), from
which f(f), the least squares estimate of H(f), can be derived. For
real data, restricted to an observation period of (0,_T), the least

squares estimate of H(f) is given by

§ (£, M
fite, T) = %i(—fm (k.28)
where gxy(f, T) = %*(£, 7). ¥e, T) (4.29a)
and § (£, T) = X*(£, T). X(£, T). (k.29b)

The necessity to smooth the auto- and cross-spectral estimates to

reduce their variances (section k.3.4) leads to a RN AORSE, SquaAnes

estimate of H(f), given by

5 (£, T)
e, ™ _,_i_g_(____ ! (4.30)
sx_x(f. T)

where '§ﬂ(f, T) =< §H(f’ T) > (4,31a)
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and 5,08, 1) =<8_(r, 1)>, (k.311)

Strictly, equation 4,30 is only valid if quf, T) and —B.n(f, T) repre-
sent the smoothed spectral estimates at a discrete frequency, i.e. if
the smoothing has been done by averaging over an ensemble of events
(section 4.3.4). However, if H(f) is a slowly varying function of
frequency, smoothing of the rav estimestes may be done by averaging over
neighbouring frequencies.

Consider the effect of white noise, n’(t) , on the output series
o(t) , figure 4.15b. The mathematical model is expressed as

yle) = ] B(T) x (¢ ~T) AT+ n(4), (k.32)

where y(t) = o(t) + ny(t). The Fourier transform of 4.32 is

y(f) = H(r) x(£) + ny(r) (%.33)

——

1f the noise series is orthogonal, i.e. not correlated, %o the input
series, then

cn,,('l:) x(t +TP=0 (k.3%)
(Bendat and Piersol, 1973, p 161), and the cross spectral density
between them will also be zero, i.e.

an(r) =X () lr(f) =0 (4.35)

Thus, the equation

sn,(r) = H(r) Sn(f) + sm(r). (%.36)

obtained by multiplying equation k.33 by x'(£), reduces to
sw(r) = 1(£) s, (1),

which is exactly the same as equation 4.27. Hence, the estimate
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of the response function, given by k.30, is not biasea by noise on the
output which is uncorrelated to the input series

If there is noise, n:(t) s on the input series, i(t) , however
(figure 4.15g), the mathematical model is

y(6) = [ n(O.xle -T) - m & -T)) a1, (1.37)

—o

vhere x(t) = i(t) + nx(t.). Fourier transformation of 4.37 gives
¥{f) = H(r)(x(£) - W _(£)). (4.38)

Multiplying equation 4.38 by the complex conjugate of the Fourier
transform of the measured input series, i.e. I’(f), gives

8y(f) = B(£)(8,,(2) - 8 (£)). (h.39)

If the noise is uncorrelated to either the true input, i(t), or the
output, y(t), then 4.39 reduces to —
sﬂ(t) = H(£)(s_ (f) - 5, (). (5.%0)
Therefore, an estimate of H(f) from equation §.27, i.e.
s_(r)

ﬁ'(ﬂ 7 Bﬂ(—f—y »
XX

will be underestimated by an amount

-8 (£) 8..(2)
fir(e ant_ﬂ Bnn z ii ;
i (t; = sn(f) Bii(f) + 3m(f) (4.41)

Hence, estimate of the response function H(f) by equation h.er

will be unaffected by random noise on the measured output but will be
downgraded by measured noise on the input. An alternstive estimate of

.
H(E) can be derived by multiplying equation .24 by Y (f) to glve

b.k2
an,(r) = B(r) sntr). (4.52)
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from vhich H(f) can be calculated. It can be shown by an anslysis
similar to that above, that this estimate will be unaffected by noise
on the measured input but will be overestimated, by a factor of
ﬂwl(aer = B umi (B sm)|s°°. by noise present on the output. If
it is knowvn beforehand which series, either the input or the output,
contains random noise, then one of the two equations, 4.27 and 4.2,
can be sclected to give the true response function. If noise is
present on both the input and output, then neither 4.27 nor 4.k2 will
yield the correct result. Methods exist for deriving the true response
function in this case by employing bispectral analysis techniques
(Axaike, 1967; Parzen, 1967). These techniques however have not been
generally adopted.

Information about the noise present in the measurements can be
gained from the coherence between the input and output series. The

coherence is defined as Yoa)
ls ()]

2
Yﬂ(f) = m (5.43)

and is atotally real quantity. Some suthors use the complex valued

coherency, defined as

s_(£)

This function has a modulus (the sguare root of the coherence) and a

As the majority of literature on spectral

the suthor has employed coherence

phase (the phase of sﬂ(r)J.
analysis quotes the former definitionm,
rather than ccherency throughout.
given by b.43 satisfies 0 < veﬂ(r) < 1 for
pp 79-80). As will be shown

The coherence function
all frequencies (Bendat and Piersol, 1973,

in section ..k, the coherence function will alvays yield the value
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of unity, even for totally uncorrelated series, unless the spectral
estimates are smoothed. The smoothing operation increases the number
of degrees of freedom from 2 to 2n - where n is the number of raw
estimates averaged together - which is necessary to reduce the bias of
the function (Bendat and Piersol, 1973, pp 194-196),
1f [x(t)] and [ y(t)] are totally wncorrelated, the coherence
fuuction will be theoretically zero. If they are totally correlated,
the function will be one, If the function is between these limits, one
or more of three possible situations exist:
(i) extraneous noise is present in the weasurements,
(ii) the system relating[ y(t)] to[ x(t)] is not linear, or
(iii) [ y(t)] is an output due to input [x(t)] and other (unknown)

inputs.
To illustrate situation (i), if x(t) = i(t) + n_(t) and/or y(t) =
o(t) + ny(t), then b.43 yields s

[t-:ia,(ﬁl2

2 i
Yr.v(r) i Tsiim + smlr)ltsm(r) + sn:{r}}

vhich will be less than unity.

b.k.2 Two input/single output system
A two input/single output system is the simplest case of the clasn

of multiple input/single output systems. The formulae derived can be

generalised easily if there are more than two inputs.
The most general model possible, figure 4,17, of both measured
inputs and measured outputs contauinated by noise is given by

y(t) - n (t) = E B, (D xy (¢ -T) = n,(t -T)) 4T

. I (0 (xy(6 ~T) = mylt - T 4T,

e}

(4.Lh)
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Figure 4.16 Ganeral two input/single output linear

system model
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vhere y(t) = oft) + nyt), x () = 1,(s) + n,(t) ana x,(t) = i,(t) + ny(t).

Fourier transformation of U.ik yields

Y(£) - Wy (£) = B (D)X, (2) ~ Wy(£)) + Hy(e)(X,(2) - m,y(£)). (b.h5)

The auto and cross-spectral relationships can be generated by employing

the complex conjugate of either of the two input series, viz,

(1) sly= H (s,, - 8, ) + HS o (4.46a)
and (ii) Say = N8, + 52(322 - sq), (4.46p)
where sly =8 115' ete., Sp = Snlnl, Sq = Snena (dependence on frequency

assumed). Equations 4.46 assume the three noise series are totally
uncorrelated to any other series and to each other. The equations can
be solved simultaneously to give either Hl(f) or H2(f). For example,

the true response function, Hl(f), is given by

S.. 8
12 Zoy
513[1'(322—5‘1) sly]

3 5 . (L.47)
S SP) 1 - Isﬁl ) ]
{Sll - Sp Spp g

(4.48)

- ‘ 3
As with the simpler single input/single output case, Hl(f) will be an

underestimate of Hl(f) by a factor of:

H  (Syp 8y = Sip S,,) (1 - 712) 511 22 (4.49)
B (858, ~S125y) - M2) o S22
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vhere 72. = ls]_z'a s
12 - 5 = -8 anda8'.=8. -5 .
(8); - 8,008, = 5 B % 22 " Pg2 =By

An indication of the magnitude of the various noise terms can be
gained from the coherence between the output and the two inputs., This
function is termed the 'multiple' coherence (or alternatively, the
'predicted coherence' as it describes the coherence between the measured
output and the output predicted from the inputs convolved with the
estimated response functions, Jenkins and Watts, 1968, p 487) and is

given by

g Saleyl®+ 8_2_251;'2 et _“;"“12“&3;1’ (4.50)
357‘311322 - 18,,1%)
(dependence on frequency assumed) (Jenkins and Watts, 1968, p k88).
This function is also constrained to the linits 0 < Y2, < 1 and its
value can be interpreted in the same manner as the 'ordinary' coherence
function defined in section 4.h.1. T
If the ordinary coherence functions between either of the two
inputs and the output, vf,, and Y:,.- are calculated by k.k3, their
values may be erroneously high or erromecusly low. The series x,(t) ,
when computing 7;, appears es a noise component st the output y(t) .
Thus, elthough there may be & true linear relationship between x,(t)
and y(t) , it will be masked by the effect of x,(t) . In order to
derive the true coherence between the output and one of the inputs, the
effect of the other input must be removed. This is done in a least-
squares sence by computing the partial coherence functions (Bendat and
Pierso|, 1972, pp 153-160). These functions are given by

2 2
2 Y 12 =Y
7,1.2 o _l——:?--E (4.51a)



-

-

- e

RS-

g — WV o N o O U S S —— — L Hq_‘_'_r_“ﬁ-’-ﬂ_b_'_ﬁ_‘ﬂﬁ— -

119
goe Y:12 F Til
Yie.z o P) (4.51b)
o= T

(Jenkins and Watts, 1968, p 489), where "r§1 5 is the partial coherence
between the input xl(t) and the output y(t) with the effect of

x2(t} removad.

4.4.3 Bias associated with ccherence function estimation

Although the expectation value of the ordinary coherence between
two random series, rl(t) and rE(t), is zero, the expectation value of
the estimate of the ordinary coherence is not. This is due to the

estimate being a biased estimate of the function. That is

2 a2
E[lera] = 0 but E[ler ]#0
The bias is given by
2 e —
1 2 [Yr Ty rlral
(Kendall end Stuart,
e[92_1-E{+
172 T1¥2 1958, p 51)
12

Hence, the bias of the estimate is given by the expectation value of
that estimate. Jenkins and Wetts (1968, pp 396~399) show that the bias

between two normal ergodic random series is
e I

B l Y. l =7 »
rr, T

vhere I = J ua{f)af — the integrated squared smoothing window function
-0
and T = data set time length.
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The ratio I/T is called the variance ratio and, if the spectrum is

smooth with respect to the spectral window (a valid assumption for white

noise series), is given by

130
u
B0

(Jenkins and Watts, 1968, pp 252-254), where n is the number of degrees
of freedom asscciated with the estimate. Hence

a2 é ?_

The bias of an estimate of multiple coherence between two random
inputs and a random output is also given by the expectation value of

that coherence. This is because E| Y ] = 0 for random series.
3 1 T

The expectation value of the estimate of the multiple coherence is

given by the expectation value of 4.50. Assuming

Kendall end Stuart
Ehr2 ] + E[er] (Ko TR

¥ 1958’ PP 51_52)’
2,2
=, (k.54)
L-]

for three uncorrelated random series (equation %.53). Thus

b !

1P wlt)l, xl(t) and xaft) are random.
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In a similar manner to that above, the expectation value, and

therefore the bias, of an estimate of the partial coherence function for

the case of random series is derived from

~D ~D
.-\2 Y = Y
B 731.2] g E[M ] (equation 4.51a)

n2
Ao Yya
e 2
n-2 n
D TR A (4.56)
LI
n
Hence
A2 A2
E [Yyl.2] * E[ sz']-] “(sn._".zh){ (h-57)

for three randon series. Equation 4.57 will reduce to the form of %.53
for n large.

A data set, comprising of 5 series of 1600 points each (figure
4.18) was generated using the NAG (Nottingham Algorithms Group) random
number routine  GOSADF. Each series was tested and found to be stationary,
by a run test (Bendat and Piersol, 1972, pp 234-237), and normally
distributed, by a chi-square goodneas-df—fit test (Bendat and Piersol,
1972, pp 119-122). The three types of coherence functions, ordinary,
multiple and partial, were estimated from various combinations of the
five Fourier spectra. Those functions estimated were found after
averaging to be in very close agreement (to within 5%) with the expected

values given by equations 4.53, 4.55 and L.57.

4.4.4 Normalised transformed coherence functions

As discussed in the previous section, there is an inherent bias
of the estimate of any coherence function. This bias leads to a non-
zero expectation value for random series. The ratio of the coherence

value to its expected random value, which is dependent on n, can be
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In a similar manner to that above, the expectation value, and

therefore the bias, of an estimate of the partial coherence function for

the case of random series is derived from

A2 ,\2
AD Y -ty
5 1'.v,r1.2] C E[‘LH—E } (equation 4.51a)

a2
b= Yya
SR
R S o
g (4.56)
gl
n
Hence
22 R _2n+ M
E["yl.al =E[ 'f,-e,l] “(m - 2 (%.57)

for three randon series. Equation 4.57 will reduce to the form of %.53
for n large.

A deta set, comprising of 5 series of 1600 points each (figure
4.18) was generated using the NAG (Nottingham Algorithms Group) random
number routine GOSADF. Each series was tested and found to be stationary,
by a run test (Bendat and Piersol, 1972, pp 234-237), and normally
distributed, by a chi-square goodness-of-fit test (Bendat and Piersol,
1972, pp 119-122). The three types of coherence functions, ordinary,
multiple and partial, were estimated from various combinations of the
five Fourier spectra. Those functions estimated were found after
averaging to be in very close agreement (to within 5%) with the expected

values given by equations 4.53, 4.55 and L.5T.

4.4.4 Normalised transformed coherence functions

As discussed in the previous section, there is an inherent bias
of the estimate of any coherence function. This bias leads to a non-
zero expectation value for random series. The ratio of the cokerence

value to its expected random value, which is dependent on n, can be



122

considered as a coherent signal to random noise ratio. Using this pro-

cedure, it is possible to define normalised coheresnce functions in the
following manner:
normalised ordinary coherence function = ?;';(%) (k.58a)

normalised multiple coherence function = ?iw(l‘-—g—g-) (k.58b)

normalised partial coherence function = -‘,‘-?1 3 -(2:—;—§f)1.,53c)

These functions have the expectation value of unity for random data and
also are independent of the width of the smoothing window, i.e. the
number of estimatorsaveraged over. Accordingly, these functions can be
directly and gquantitatively compared to estimates derived at another
frequency band.

However, the original coherence functions, and hence the normalised
coherence functions defined by equations 4.58 also, de-not have a normal
distribution. Therefore, confidence limits and other statistical para-
meters cannot be calculated easily. Also, the variances of the estimates
are functions of the estimate values (Jenkins and Watts, 1968, p 378).
This causes a non-constant interval for confidence limits on the
coherence scale. Jenkins and Watts (1968, p 379) note that the variance
of the modulus of the ordinary ccherency, i.e. the positive square root
of the ordinary coherence, is identical to the variance of an ordinary
correlation coefficient. They suggest therefore applying R. A. Fisher's
Z-transformation (Hold, 1952, pp 608-609} to the ordinary coherency to

obtain an estimstor with a normal distribution. This trensformed

ordinary coherency is given by

@ﬂ(r) = arctanh {Iyql). (%.59)
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and has a variance
Var (T (1) = &, (4.60)

which is independent of frequency and which suggests that :iiqr(f) should
be plotted rather than '?Jaq. This is because the confidence interval
can be represented by a constant interval on the T scale. Empirical
studies by Enochson and Goodman (1965) confirm that the transformation
is valid for 0.3 < Yiy < 0.9 and n > 20. If the estimate of ?iy is
first corrected for the bias, then the transformation becomes valid for
the whole range of ?i}' and for n > 8 (Benignus, 1969). This latter
technique was not used however because most estimated coherences were
within the empirical range.

The variance of the multiple coherence function is of the same
form as that of the ordinary coherence function (Jenkins and Watts,
1968, p 492). This suggests the same transformation will also be valid
.for multiple coherence. Enochson and Goodman (1965) Corroborated this

and showed the transformed multiple coherency defined by

T )p = arctanh {|Yy12|} ; (4.61)

has a normal distribution with a variance given by

Var (Tyla) - ;_3"5 . (4.62)

In a similar manner, the transformed partial coherency function

= arctanh (|Y . ,|) (4.63)

E[‘5r2|..2 yl.2

will have an approximately normal distribution with variance

" n+2 Lk
Var (T:flte) - (n 15 2)2 . ( - J

The variances of each of these functions are half of their previously

derived expectation values for random data.
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It is desirable to normalise these three functions, 4.59, 4.61 and
4.63, to alleviate the dependence of each of them on n - the number of
degrees of freedom of the smoothed spectral estimates. The usual
statistical procedure of Standardising the normally distributed variable
te give a distribution with zero mean and unit variance, i.e.

Zm X~ Wy (4.65)

g
X

where Z standardised variable

X = original variable

My = first moment (mean) of [ x ] about zero

2
and °x

second moment (variance) of [ x ] about uy (Kendall and

Stuart, 1952, p 48),

will not be employed. Equation 4.65 would not give a function that
exhibited the required qualities. The normalisation procedure is
required to generate a function which expresses the coherent signal to
random noise ratio and also which is independent of the number of
degrees of freedom, n. The latter requirement ensures that quantitative
comparison between estimates made at different frequencies becomes
possible even if a frequency dependent smoothing window is employed.

The method suggested by the author to result in a function with
these properties is to normalise the transformed coherency functions
by their expected value for random data. The three expected values
are given by the transform of equations 4.53, k.55 and 4.57. The

normalised transformed coherency functions and their variances are thus

given by
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Function Definition

Variance
normalised ~
transformed fi rEank (lexl) 1 (4.66a)
ordinary yx et
Sihavatet arctanh ((2/n)i) n.arctanh® ((2/::)7“)
normalised
ﬁ?iﬁi?‘ea L Bmtmh(l;’lel) £
h's (4.660)
coherency arctanh ((h/(n-a))i)’ (n-2) a.rctanh2 ((h/(n—QJ)i)
normalised I
trang:;rmed Ny-,2 arctanh (ITyl.QI} i+ D
coherency arctanh ((2u+h);/(n~2)) (n—2)aaxctanh2((2n+h)i/(n‘2))-
(4.66c)

The following properties of these functions make them preferable to
the usual coherence functions:

(i) they are normally distributed,

(ii) they are normalised to unity for random signals, so indicating
directly the coherent signal to random noise ratio,

(iii) they are independent of n, thus enabling direct comparison
between estimates made at different periods when a constant Q smoothing
window (or an equivalent) is employed,

(iv) statistical parameters (e.g. confidence intervals) can easily
be calculated, and

(v) the veriance is less dependent on n.

For consistency with the use of coherence rather than coherency
functions, the author chose to employ normalised transformed ccherence

i N N §2 . The variances of these functions can
functions, Nex, Ny12 and 1.2

be derived in the following manner, let

transform of the coherency function

L S
v = Var['T]
T, = expected value of T for random data

N=T (4.67)

then N is defined by
T
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with variance
Var (N) = L | (4.68)
iy
r
The definition of the normalised transformed coherences is
2
4
N = 7 (4.69)

r

with variance by

var (8%) = B[ W] - (& [¥2))2. (%.70)

From Kendall and Stuart (1958, p 55) E| ' ]= v ar = ) (the fourth

-0

moment of the function N about zero) and E [H2 = rlz af = p) (the
-

second moment of N about zero). Therefore
Var (¥°) = - (ué)2

2

2 2,
- L
(T (k.71)
(Kendall and Stuart, 1958, p 56) where W) is the r'th moment of the
function about zero and U, is the r'th moment about the mean (i.e. pi).

For a normally distributed variable (which N is), the moments about

the mean are
L

u, =0 u2=02(i.e.Va.r(N)) p3=o W, = 30

(Kendall and Stuart, 1958, p 56). Letting N = ), the sample mean (or
in this case, the sample value) of the function N, then
2,2
var (82) = (30" + 6822 + W) - (8% + 0?)

= 26° (o + 28°)

=2 —”—(—-‘1—»« 2«2). (4.72)
2l )

T T

Tr r
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This variance, as with the variance of coherence, is a function of the
sample value (N2) itself. Hence, constant confidence limits are not
possible on an N° scale. However, equation 4.72 can be used to derive
the minimum necessary normalised transformed coherence above the random
noise level, i.e. Nf. = 1.

For example; to evaluate the minimum necessary normalised trans-

formed coherence (Ni) which is non-random to 95% corfidence level:

1+ 1.96(

(g ))en

Therefore

(2 - 1) =38h( 2}:2))

v ( LA
22
which leads to a quadratic equation in NE, viz.

|

(B o) (o - 102 ).,
r o
Solutions to this quadratic' equation for varying degrees of frecdom and
for the three types of function, NTOC (normalised transformed ordinary
coherence), NTMC (..multiple..) and NTPC (..partial..), are given in
table 4.2 and are illustrated in figure 4.17.

To illustrate the use of these functions, the random data set
(section 4.4.3, figure 4.18) was input to PROGRAM ONE and the estimated
spectra gave the multiple and partial coherences illustrated in figure
4.19a. The incorrect conclusion that the traces are significantly
coherent in the range 500 - 3000 s results. The true random charac-
teristics are shown by the NIMC's and NTPC's (figure 4.19b), which are
scattered about the expectation level for random signals of one. No

value illustrated in 4.19b is above the 95% confidence minimum.
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Figure 4.17

m -~ ¥ . multiple

Normalised transformed coherence functions
above random noise to 95% confidence

o - normalised transformed ordinary coherence

. 5 partial




TABLE L.2

Minima of normalised transformed coherence functions for

non-random series at the 95% level of confidence

No. of degrees

of freedom u'mc NTMC NTPC
n minimam minlimum minlimum
8 8.k01 5.810 6.559
12 8.869 7.527 8.230
16 , 9.098 8.197 8.7T4
20 9.235 8.558 9.039
28 9.390 8.9%0 9.296
36 . 9.476 9.139 9.hk21
48 9.551 9.306 “) D2k
64 9.607 9.428 9.590
100 9.667 9.556 9.661
200 9.721 9.666 9.719
400 9.747 9.721 9. 74T
800 9.761 9.74T 9.761

1500 9.767 9.760 9.767
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Figure 4.19 Analysis of the coherence between random data |
series

(a) Multiple and Partial Coherences
(b) Normalised Transformed Multiple and
Partial Coherences
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h.5 Magneto-Telluric Bstimation

In this section, the various techniques and equations which were

employed to estimate the complex impedances will be described. The

following notation will be used throughout:

subscript 1 refers to the H (magnetic north) spectral component;

" 2 " "™ " D (magnetic east) " i 3
. 3 " " " ¥ (telluric north) " w3
" b " "™ " g (telluric east) » " .

This concurs with the notation adopted by Reddy and Rankin (197h).

4.5.1 Cagnierd impedance estimation
The two Cagniard impedances ere those defined in chapter 2 as:
B (1) = 2 _(r) H (1) (k.732)
E (f) = 2 () B (1) (4.73b)

e —

Two methods of solution of each of these equations are suggested by the
cross-spectral techniques discussed in section h.h.1. Multiplying

equation k.73a by B;(f) yields
823(1) = 8”(1') 822“) (k.7ha)

. .
or by Ex(f) gives
834(2) = 2,,(£) 83,(1) (k.7h)

As concluded in section 4.h.1, the estimate of 7 “(r) from equation
b.7h will be bissed down by random noise on the magnetic rield and
the estimate from U4,7hb will be biased up by random noise on the

telluric component. Because the telluric field alvays exhibited a

greater noise level than the magnetic field, due to the sensitivity of

the field to cultural disturbances, the estimates of the Cagniard

impedances were calculated from



(e s JEutn
Bez(f) o E:u(r)

. (5.75a and b)

An inherent assumption made in equations .75 is that Z,y(f) and 2 (£)
are smoothly varying functions of frequency (section .4.1). This
facilitates estimation of the impedances with single data sets. Even
in the limiting cases of either a perfectly conductive or a perfecily
resistive substratum, z"(r) vill be reascnably slovly varying over the
bandwidths employed in the averaging procedure.

4.5.2 Tensor impedance estimation
Solution of the magneto-telluric impedance tensor given by

e )

is possible by the cross-spectral techniques discussed in section 4.h.2,
As shown by Sims and Bostick (1969) and Sims et al. (I971), there are
six possible equations for each of the tensor elements. This is
because four cross-spectral equations can be written, by employing the
complex conjugate of each of the field components (B:, l;, n: and a;),
for each of the two matrix equetions given in 4.76. Any pair of the
four can then be solved simultanecusly (there are six pairs) for the
desired tensor element.

However, two of each of the four sets, one set for each element ,
of six equations become indeterminable if the earth is one-dimensional
or if the fields are polarised. This is because the cross-spectra
between E_and B (331 and 513) and B' and 5 (3‘2 and Bak] for a one-
dimensional case, and between H and B (s,, and 8,,) and E_and E,
(831; and 81;3’ for totally unpolarised fields, are sero.

Using srguments similar to those presented in section 4.4.2, it
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is possible to show that two of the remaining four equations for each
element are biased up by random noise on the telluric field (i.e. the
output to the linear system represented by equation 4.67), and the other
two are biased down by noise on the megnetic field (i.e. on the input).
Sims et al. (1971) suggest that the srithmetic mean of these four equa-
tions for each impedance element represents the most reliable estimate
possible or the element. However, one of these four equations for each
set (one of the two biased up by random noise on the E-field) becomes
unstable if the telluric field is strongly polarised, i.e. if ?;' = 1.
Because this was usually the case, and because the magnetic component
records appeared much less conteminated by noise than the telluric field,
it was decided to employ only one equation of the four for each impedance
tensor element. The four expressions so chosen are least biased by noise

on the telluric field. They are given by

A L8 S By5 PayBon Byl (4.772)
xx = e

81, (1 712)
A o T R e ek (b.770)
i Eaa - ﬁe)
2 §1h (1 - §12 So1/Spp Slh), (4.77¢)
7. = — 5
2 853 (1 -7y,) _
5 g - 851 81,/513 51) (4.77d)
vy

= ~p
850 (1 =735)

and are equivalent to eguation 4.47. Equations 4.77, or closely-related
forms. have been used by many workers for estimating the tensor impedances,
]

e.g. Switt (1967), Vozoff (1972), Kurtz (1973), Reddy and Raukin (1975)

and Rooney (1976). Kurtz (1973) initially adopted the suggestion of
Sims et al. (1971) of averaging four of the six possible equations for

each element. However, the estimates so derived exhibited a large degree
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of scatter. When the impedances were estimated by equations .77, a
definite improvement in the quality of the results was reported. Kurtz
therefore concluded that equations 4.77 gave more reliable estimates

of the Impedances than did the averaged estimates of Sims et al.

4.5.3 Rotation of the tensor impedsnces

As described in section 2.h, once the impedance tensor elements
have been computed in the original cocrdinate system, it is necessary
to rotate the elements to the direction of the gross structural strike

of the anomaly. The rotated elements are derived by the matrix equation

zR (4.78)

1=t
=

vhere R is the Cartesian rotation matrix given by

cos © sin O
R= (5.79)
= |-sin® cos O

In the case of & one-dimensional conductivity distribution, elements
andzwmxmmmmimmm;!tertheorr-ﬁmm
elements, zﬂ and zn.

For a two-dimensional structure, en angle, eo.wbefomd-t
which both the rotated disgonal elements, 7}, (6,) end z;w (80). become
zero, Angle eo is then one of the principal axes, either major or
minor, and one of the off-diagonal elements (either By (0,) or Z;,x (0,))
represents the H-polarisation mode and the other the E-polarisation mode.

For quasi-two-dimensiopal gtructures, i.e. those with low skew
factors at all frequencies, many methods have been proposed for estimating
the gross structural strike of the anomaly (see for example Swift, 1967;

Sims and Bostick, 1969; Reddy snd Rankin, 1975), Some of these analytical

and numerical methods were described in section 2.h. For real data, it

- : conk 2. and 2,
is obviously desirable to maximise the signal content of 7., and Z .,
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or minimise that of zxx or ZW' or both. The partial coherence functions
732.1 and 751.2 give an indication of the signal content of the off-
diagonal impedance tensor elements which are of the Cegniard form, i.e.
the amount of coherent signal between one of the telluric field components
and its orthogonal magnetic field component, with the influence of its
parallel magnetic field component removed. Accordingly, the angle that
maximises :}:23;1 (©) not only gives the gross structural strike but also
the direction that gives the most coherent signal of the Cagniard-like
form. This type of rotation was suggested by Reddy and Rankin (1975).

For three-dimensional structures, i.e. those structures with an
associated large skew factor, none of the rotation criteria given in
section 2.4 are sufficient to give interpretable results. Rankin et al.
(1.976) consider that once the 'principal' directions have been determined,
a one-dimensional layering interpretation will yield a valid conductivity
distribution with depth. The 'principal' directions are obviously those
which give the most Cagniard-like impedances and the direction of the
major axis will be given by that angle which maximises ;;‘:.'.1. (@).

Tests were conducted to compare the angle which maximised [Z;‘y ()]
with that which maximised ?g;. 1 {(6). The author chose to maximise
{'3;1 (@) rather than minimise §§;.2 (0), as suggested by Reddy and
Rankin (1975), because sample rotated partial ccherence plots (figure
4.20) indicated that minimising ?g;_l (0) could give a low velue for
?i;..Q (eo), For data from a site with low skew, the two rotations pro-
duced the same angle. For data with skew greater than about 0.2, the
angle that maximised ?g;l (8) gave a more smoothly varying velue of
Bo(f) with frequency (figure 4.2la). Also the major epperent resistivity
curves were smoother (figure 4.21b) and more estimates pessed the

1 - < :
acceptance criteria (section %.7.1). The latter result is to be

P2 i i i therefore %
expected as 722.1 (BD) is the highest coherent signal therefore sy (E)Q)

will contain the highest possible signal level.
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Figure 4.21 Comparison between maximising IZ'yI and
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It was therefore concluded that the angle which maximised ?g; 1 (0),
ascertained by rotation of equation 4.51 by 2° increments from 0° to
o : I
1807, gave the best possible indication of the direction of the gross

structural strike of the anomaly. This criterion for rotation was

accordingly adopted for the analysis of all the MT data.

4.5.4 Minimum-maximmua analysis

An alternative approach for analysis of data from three-dimensional
structures which may be regarded as quasi-two-dimensional was presented
by Hask (1972). The reguirement that the coupled magnetic and telluric
field components be orthogonal was relaxed in an attempt to compensate
for deflection of the electric field induced in a large elongated
conducting structure by some local structure.

The method consists of two steps. The first procedure is to rotate
the orthogonal telluric field vectors over 90° to determine that angle
which minimises the coherence between them, i.e. min("?ﬁgm' (0)). This
angle usually corresponds to the direction of the major axis of polarisa—
tion due to the low ellipticity observed at most field sites. The
horizontal magnetic field observations are then rotated through 180°
to ascertain their most coherent direction with their coupled rotated
telluric vectors, i.e. m(?g; (6)) and max {'?ih' (0)). At these
meximising azimuths, two impedances are calculated from the Cagniard
impedance equations k.Tha and 4.Thb.

This procedure - called MINMAX analysis - was undertaken as part

of the routine data analysis programs, PROGRAM ORE and FBOC s

The results for any one station however, when collated, exhibited an

extremely high degree of scatter in the apparent resistivity and phase

estimates and slso in the azimuthal directions. Accordingly, no

attempt was made to interpret the results from BEtCLL 95 sualysss.
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4.6 GDS Transfer Function Estimation
~~0n Estimation

The single station transfer functions, A(f) and B(f), are given by

Z(f) = A(r) () + B(£) D(£). (4.80)

Using cross-spectral methods, three equations can be derived from the

complex conjugate of the measured fields, viz.

8)5 = A8, + BS,,, (4.81a)

325 = A8, + BS,,, (4.81p)

855 = AS )+ BS (4.81c)

5 527
vhere subscript 5 refers to the Z magnetic field component and the
dependence on frequency is assumed. In a similar manner to the
suggestion of Sims et al. (1971) for analysing MT data, any two of
these three 'equat.ions can be solved simultaneously for A(f) or B(f).
However, the Z-component, due to its higher sensitivity, was more
contaminated by cultural noise. Hence, estimates of A(f) and B(f)
derived by employing 4.8lc will be overestimated (section 4.4.2).
Accordingly, 4.81a and 4.81b were solved simultaneously to yield
equations for A(f) and B(f) similar io 4.48. The in-phase and quadra-

ture induction vectors' magnitudes and directions were calculated from

equations 2.4.

k.7 Station Data A i

In this section, the various acceptance criteria and averaging
algorithms employed will be presented and discussed. The data from
all analysed data sections from a station were first tested for accept-
ability, and those date which were accepted were assigned to period

bands, then all data in each band were sveraged by the relevant

algorithm.
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4.7.1 Acceptance criteria ang averaging algorithms for GDS data

(a) Acceptance eriteria - there vere two for GDS data.

(i) Acceptance criterion one: the multiple coherence between the
vertical magnetic field and the horizontal magnetic field components
(i.e. Ygle) had to be greater than that possible for random data.

This criterion ensured that the signals were coherent. Because of
the statistical rnature of the signal, the test was undertaken at a
required confidence level. The level chosen was 95%. Accordingly,
employing the transformed multiple coherence which has a normal distri-
bution and a known variance, the test for acceptance was

arctank ([§512|) > mtmh((n—]f—§)§)+ 1.96 (n E g)i

which can be written

2 3
e P el 1.96( — ) s (4.82)

(ii) Acceptance criterion two: the power of each of the magnetic

field components had to be greater than the digitiser error power.

This criterion ensured thet the signals were real and not a mani-
festation of the digitising procedure. An estimate of the digitiser
error power was obtained by digitising the same trace four times. 8ix
error series were then computed by subtracting one series from another
for each of the six possible pairs. These six digitising error series
were then spectrally analysed, by PROGRAM ONE, and their autopowers .
plotted. The aulopowers were equivalent to a digitising unrepeatability

- i h
of up to 2 mm (i.e. £1 mm). The full chart vidth vas 250 mm thus the

digitising error power for the i'th trace was given by

2 2
-DEPi =[§5'6 x.FSDi] »

where FSD. is the full scale deflection of the i'th component. The
b £
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acceptance criterion adopted therefore was
Bii(r) > DEP. . (4.83)

(b) Averaging aigorithms - these algorithms gave the averaged number
of degrees of freedom, aversged spectral autopowers, averaged transfer
functions and averaged multiple coherence for a bandwidth.

(i) Estimate of the total mumber of degrees cf freedom: As dis-

cussed in section h.34, each raw spectral estimate has two degrees of
freedom, one for the cosine part and one for the sine part of the
estimate (assuming each estimate is independent of any other). Accord-
ingly, the smoothed spectral estimate has n = 2 x NE degrees of freedom
-~ where NE is the number of raw estimates averaged over in the windowing
operation.

When deriving the number of degrees of freedom associated with the
ensemble averaged estimate, the most optimistic choice available is to
assume that each data set is strictly independent of any of the others
analysed from the particular location. The total number of degrses of

freedom is then given by
) I ()
£) =) n.
n,r( ’ i=1 e

for N data sets.
However, for totally independent data sets, each geomagnetic

section analysed has to represant either (i) a different source
mechanism, or (ii) a different polarisation of inducing field from the
same source mechanism, compaved to any other geomagnetic section.

This places severe restrictions on data available for processing. The

author chose the more conservative view that all information was con-

tained in the data set with the grestest mumber of degrees of freedom.

Any other date sets were considered not to contain additional information.
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This essumption is certainly conservative but is less biased than any

other estimators considered. The algorithm was accordingly given by

DT(r) = m(ni(f)). i=1, N, (k.84)
(ii) Estimate of the averaged pover level: When deriving an

algorithm that averages the auto-spectra, at frequency f, for all
accepted data, consideration must be given to the form of the natural
spectrum. As shown by figure 1.1, the fields exhibit an approximately
logarithmic rise in amplitude with decreasing frequency in the frequency
band of interest (0.1 - 0.0001 Hz). A logarithmic average will there-
fore be less biased than a normal average. Also, in section 4.4.% an
estimate of the coherent signal to random noise ratio, in the form of

the normalised transformed multiple coherence, , was developed,

HE
512
It seemed natural therefore to perform a weighted average, employing

the estimates of §§12 as the weights. A weighted average has previously

been used for MT studies by Dowling (1970).

The weighted logarithmic averaging algorithm was accordingly given

E i:m (£); 10g(s, (1))
'S"k(f) = antilog &1 = (k.85)

42
N (r)
izl 510 Y 1%

where k = 1, 2 or 5 and m is the total number of data sets.

Note: the weighted arithmetic zeen of the logarithm of a function is

equal to the weighted geometric mean of that function (Colquohoun, 1971,

pp 24 - 26).
(iii) Estimate of the averaged transfer functions: When averaging

complex numbers, the correct procedure is to average separatcly the
real and imaginary parts, then compute the averaged complex number.

It is incorrect to average modulii and phases.
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For the same arguments as given in the previous section, it was
desirable to perform a weighted average. The weights again chosen were

the NTMCs. The averaging algorithms were given by

m 42
Real (A(f)) = =L e X (4.86)
i£1 Noyo (£);

similarly for Im (A(£)), Re (B(£)) and Im (B(%)).

(iv) Estimate of averaged coherence: Because the transformed

coherences have a normal distribution, it appears nstural to average
them rather than the coherences themselves. The averaged coherences,

either ordinary, multiple or partial, were accordingly estimated by

m
¥ = tann®[ L ] erctem (Ivil)]. (4.87)
i=1

L.7.2 Acceptance criteria and averaging algorithms for MT data

(a) Acceptance criteria - there were four for MT' data.

(i) Acceptance criterion one: the maximised partial coherence

function §§2:1 (60) had to be gréater than that possible for random
data.

This criterion is analagous to that for GDS data except the signal
to noise ratio of the ny(f) tensor element was indicated by the partial,
rather than multiple,coherence. This criterion therefore ensured that
the estimate was derived from coherent signals. Utilising the trans-

formed coherency, the 95% confidence level acceptance test was hence

7 2n + W)?) 1.96 )3
arctanh (|¥35 1) > “"‘t““( e )" dof6ln s

o) 3
~ ~ 1-96 (n + 2) 1
g Tyoq” Trrr ¥ n -2 S
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(ii) Acceptance criterion two: the partial coherence funetion

= K a2
732-1 had to be greater than the ‘partial coherence function 731 5

This criterion ensured there was more coherent signal in the off-
diagonal elements than the diagonal elements. To account fu- stetistical

scatter, the following 95% confidence level acceptance test was employed.

3
M (4.39)

3102“ n-2

7

"1"32.1 >
(iii) Acceptance criterion three: the pover of each of the four MT
components (N, E, H and D) had to be greater than the digitiser error
pover.
This criterion is equivalent to criterion two for GDS data (4.7.1
(b) (ii)). It was applied in the same manner as 4.83 with i =1, 2, 3
and 4,
(iv) Acceptance criterion four: the phase of the major impedance
tensor element, ;;w (6,), had to be between 0° and 90°.

bt , i
This assured\|the result is physically realisable. FPhase was con-
strained to the limits of Oo, over an infinite structure with zero

conductivity, to 90°, over an infinite structure of infinite conduc-

tivity. The acceptance test was accordingly

0% < bpsop (£) < 90° (4.90)

This criterion was not applied to the rotated minor estimates because

of their low signal to noise ratio which will degrade the estinctes of

phase.

(b) Averaging algorithms - these vere as for the GDS data (section
4.7.1 (b)) with the inclusion of algorithms to average impedance

elements, azimuthal angle, and skew factor.

(i) Estimate of total number of degrees of freedom: In the same

manner as section b.7.1 (b) (i), equation 4.84 was employed.
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(ii) Acceptance criterion two: the partial coherence function

e
732 1 had to be greater than the partial coherence function 731 5°
‘This criterion ensured there was more coherent signal in the off-
diagonal elements than the diagonal elements. To account fur statistical

scatter, the following 95% confidence level acceptance test was employed.

- A » 3
T o B W 2aI0ln ' 2)" (4.39)

32.1 31.2 N2

(iii) Acceptance criterion three: the power of each of the four MT

components (N, E, H and D) had to be greater than the digitiser error
power.

This criterion is equivalent to criterion two for GDS data (4.7.1
(b) (ii)). It was applied in the same marnner as 4.83 with i = 1 2L s
and 4.

(iv) Acceptance criterion four: the phase of the major impedance

tensor element, Z (9 ), had to be between 0° and 00 .
w
This assured\the resvlt is physically realisable. Phase was con-
strained to the limits of 00, over an infinite structure with zero

conductivity, to 90°, over en infinite structure of infinite conduc-

tivity. The acceptance test was accordingly

0° < buajor (F) < 90° (4.90)

This eriterion was not applied to the rotated minor estimates because
of their low signal to noise ratio which will degrade the estimeotes cf

phase.

(b) Averaging algorithms - these were as for the GDS data (section
4.7.1 (b)) with the inclusion of algorithms to average impedance

elements, azimuthal angle, and skew factor.
(i) Estimate of total number of degrees of freedom: In the same

manner as section B,T.1 (b) (i), equation 4 .84 was employed.
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(ii) Estimate of the averaged avto-spectra: This was undertaken in

the same form as section 4.7.1 (a) (ii). In this case hovever, the

2
32.1 rather than the

2
NTMC N3, ,. Accordingly, the averaging algorithm was

signal to noise ratio is indicated by the NTPC N

m o2
1 Ny, (£); og (5,(2),)
5, (f) = antilog[lnl G ] (.91)
iﬁl 3.1 ()

(iii) Estimate of averaged impedances: For reasons given in 4.7.1

(b) (iii), the correct method of averaging is to average the complex
impedance estimates rather than their corresponding apparent resistivities
and phases. Bentley (1973) considers that a lognormal rather than normal
distribution is more appropriate for the impedence estimates. Accordingly,
a logarithmic averaging procedure was employed. Also, a signal to noise

a2
ratio weighting, in the form of H32 ;> was used.

m
.zl Nap g (1*)i log (ny(f)i)
Z (£) = antilog| = 3 (4.92)
i I Ao, (0),
i=1 32.1 i

similarly for -z-xx (2)s ny (£) and ZW (£).

(iv) Estimate of averaged azimuthal angle: The azimuthal angle,
Lk : g
©_, was that angle in which Y3, 5 (0) was a maximm. This was averaged,

in a weighted fachion, by the mean direction approach given by Mardia

(1972, p 20). The algorithm was

(4.93)

(£); sin (0, (f)i)}

(£); cos (6, (£);)
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(v) Estimate of averaged skew factor: This was done in a weighted

manner by
% a2
izl 532.1 (f}i Skew (f)i
Skew if, = o y (4.9%)

g,l Npa (1)

(vi) Estimate of averaged coherences: This was undertaker by the
came algorithm as equation k.87.

4.8 Confidence Limit Estimation

When estimating a frequency response function, the effect of
residual random noise on the estimate must be borne in mind. Consider—
ation of the possible effect leads to a circle of confidence, centred
on the estimate H(f), within which the true response function can be
stated to lie, with a specific degree of confidence.

Bendat and Piersol (1971, pp 199 - 202) show that if the noise is

rendom, the circle of confidence with a radius defined as

* > [i(r) - H(2)| (k.95)
is given by
22(e) = 25 F (- 72 ()30
5 n-2 2:n-2:a xy (4.96)
8 (1)
where F, ... = 100a percentage point of an F distribution, for the

single input [x(t)]/single output [y(t)] case. A circle of confidence
in the complex H-plane is illustrated in figure h.22a. This confidence
region can be mapped onto the (]2],$) plane as shown in 4.22b. The
rectangular region, an approximation of the confidence region, gives

the confidence intervals for the gain [H(f)| and phase $(f) as

liite)| - #(2) < [6(£)] < |iCn)] + £(£) (k.97a)
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() ~ 84(£) < 4(£) < 8(2) + ABLe) (4.971)
where

04(£) = aresin (x(£)/]fite)]).

For the case of two inputs and one output, the theory has been
extended by Goodman (1965) to yield the confidence intervals for each

response function, i.e.

700 > | (e) - (0], (4.98)
as given by
A2 ~

a2, g iy (1 -¥,,) 8 ()

O N TR s 9
Gain and phase confidence limits are estimated as by 4.97a and 4.97b, with
the subscript i.

Employing these expressions, formulae will be developed for estimating

the confidence limits for GDS and MT data.

4.8.1 Confidence limit estimution for GDS data

The complex single station transfer functions, A(f) and B(f), are

derived from

z(£) = A(g) E(£) + B(£) D(r). (k.100)
The confidence circle radii for the response functions, i.e.

|A(e) - A(£)] < i‘-i (4.101a)

and . |B(e) - B(£)] < ;i. (4.101b)

can be determined by employing equation 4.99.
The magnitude of the in-phase induction vector is given by

R(g) = ReZ(A(£)) + ReZ(B(£)). (3.102)

Hence. to derive the confidence limits for R, it is necessary to consider
3
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the random error on the real parts of A(f) and B(f). Because' 1A - a]3
* 2 P

|Re(A) - Re(A)|%, then X |Re(R) - Re(a)], ana similarly for rg:

Hence, the irue response function, R(f), will be given by

(Re(R) - ;A}e + (Re(B) - 33)2 < R € (Re(R) + 7% + (Re(B) + £5)%. (4.103)

On expanding 4.103 and disregarding terms of ;i and ;g, the inequality

A (5, Re(R) + 2. Re(B)) | ¥
R < R (1+ A Ty 4 ) (h.204)

ﬁ2

(similarly for the lower bound with — instead of +) results. Equation

4,104 leads to
EA Re(R) + ry Re(B)
R<R* — (k.105)
R

after Binomial Expansion and neglecting terms involving powers of two
and above. Hence, the confidence interval for the estimate of the
magnitude of the in-phase induction vector, ﬁ, is given by

; Re (ﬁ} +; Re(ﬁ)
A B (4.106a)

R

A similar treatment gives the confidence interval for the estimate of

”~

the magnitude of the quadrature vector, I, as

7 A) + * Im (B)
Tl B (4.106b)

1
The estimate of the azimuth of the real induction arrow is given

by

B (£) = arctan| ~ B {B(0) ), (.207)
Re (R(£))

similarly for O.(f). The true azimuths will lie in the confidence
I -
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intervals given by

-Re (E) + ;B & o -Re (B) - ;B
Ry RN & e (%.108)
Re (A) + ¥, = Re (R) - r,

similarly for ;. In expression k.108 it has been assumed that Re(A)
and ne(l;) are both positive. If eitker, or both, are negative then
various signs must be altered.

To illustrate the use of equations 4.106 and 4.108, figure 4.23a
shows all the accepted GDS data for station FTH., The data were averaged,
as described in section .7.1, and 95% confidence intervals were estimated.
These are shown in figure 4.23b. It is spparent from comparing figure
4.23b with figure 4.23a that the confidence limits are well estimated.
Equations 4.106 and 4.108 can be applied to estimates from only one data
set and are therefore superior to statistical confidence limit estimating
techniques which require more than one observation.

Equations 4,106 and 4,108 vere employed to derive the confidence

limits for the GDS data from all of the stations.

4.8.2 Confidence limit estimation for MT data

Reddy et al. (1976) employ the equations of Goodman (1965) -
equations 4.98, 4.99 and 4.96 - to determine the confidence limits of
their apperent resistivity and phase results. However, an inherent
assumption in the technique is that the residual random noise has &
normal distribution. This is because the estimates of the response
functions are assumed to be distributed normally about the true response
functions. If the estimates of the response functions are not distri-
buted normally about the true response functions, then Goodman's
equations give incorrect estimates of the confidence intervals. Bentley
(1973) shows that MT spparent resistivity data is better approximated



Figure 4.23 Example of confidence limit estimation for
' GDS induction vectors

(a) A1l accepted GDS estimates from data
recorded at station FTH

(b) Averaged GDS estimates with 95%
confidence limits
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by a log normal, rather than a normal, distribution. Hence, Goodman's
equations need revising before they are employed for MT data.
For a single input/single output linear system (figure 4.15a), the

input and output are related by the response function given by
Y(£) = H(£) X(1). (4.109a)

Hence log Y| = 10g |mx|, (k.109b)

with the dependence on f omitted for clarity.
Following the same approach as given in Bendat and Piersol (1971, pp

199 - 202), the noise cen be derined as
% = log |¥| - 1log |HX|. (4.110)

If the estimates, |ﬁ|, of the modulus of the true response function,
IHl, are distributed log normally about ]H[, then the estimation of
log |fi| will be @istributed normally sbout log |H|. Therefore, the
random error, Z, defined by equation 4.110 will be normally distributed.

Also Z is totally real. The best estimate of the noise term is given by
-~

% = log |¥| - log |HX|, (k.111)

which will also be totally real and normally distributed. Substituting

4.111 into 4.102 for log |¥| - log |X| gives

7 =2 + (log |H| - log |H]). (¥.112)

It follows, from sguering 4.112, that
~ . A1n2
22 = 22 + 22 (log |H| - 1og |H|) + (10g |H| - 1og |E|)

=22 4 2% (z - 72) + (1og |H| - log ]ﬁl)a. (k.113)

Writing equation k.113 in terms of spectral estimates
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Szz=%+%‘ﬁﬁ*%(l‘,‘ 'Rl_mlﬁ')z

~

=28, -8 + £ (06 [u] - 10g |i])? (h.228)
term 1 term 2

-~
.

2 12 .80 A i \

Similarly to the analysis developed by Bendst and Piersol, both Sy, and
§;5 must have the same number of degrees of freedom as §,; minus the
number of additicnal constraints imposed on them. As Z(f) is defined
in terms of log |f(f)| rather than log |H(f)|, this constitutes one
constraint on 2(f). Hence, term 1 has (n - 1) degrees of freedom and
term 2 has 1 degree of freedom. Becsuse the two terms are statistically

independent, their number of degrees of freedom will be additive, that

"
n n

is
As shown by Bendat and Piersol (1971, p 111), the function

n & (0 |8 - 10g |&])°
T Bu 'ﬁ

will be chi-square distributed with one degree of freedom.

(4.115)

To evaluste term 1 in terms of measured quantities and the true

- ‘AA -
function log |H|, the auto-spectral estimate 57 can be written as

& = 2 (108 |¥] - 208 [8x])? from 4.111

.2 .
".1102. (k.116)

where C_ = log |ix] - log |X], which is kuown.

The auto-spectral es’tiw'l:e'ﬂﬂzz can be expanded by
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~

S

Bl
22 = 7 (log [¥] - 1og [x]) (108 |Y|- 10g |ax|)

2
% T (Co log IHI * C]_)n (k.117)

where Co is as previously defined and

5 2 A
¢) = 108 |¥| + 10g® [x] + 10g 2| 1og |i] -
log |Y| (10g [&| + 2 10g |X|),
which is known.

Substituting equations 4.116 and L4.117 in term 1 yields

Ha e “nn ..2. . 2
285, - Sgp = (€, log |H| + 2c, - c,)-

Because term 1 has one degree of freedom less than §ZZ’ the expression

n %-(20o log |H| - 2c

Syz

3 cﬁ)
= (4.118)

will be chi-square distributed with n-1 degrees of freedom.

From equations 4.115 and L4.118, it follows that

s
r. e dusid Gos 18] - 1og 121) ) (4.119)
d:n=1 200 103 IHI + 201 — CD

Defining the circle of confidence for the logarithm of the modulus of

the estimate of the response function, i.e. log |H|, as
r* » (log |E| - log |H|) (k.120)

then it is given by
2
(2¢, log [H] +2C, - C) Fy. ;g | (k.121)
S ol A

o=

Therefore
2 - 2 - 2 1og |H| 10g |
2FC_ log |H| + F(2C, - )2 (n 1) (10g" |H| og |H| 1og |H|
+ log® |Hi]). (4.122)
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Rearranging 4.122 gives the quadratic inequality in log |H]| or

(n = 1) 10g” [] ~ (2(n ~ 1) 10g || + 2Fc_) 108 [u| +
((n - 1) 108" [fi] - R(zc, - c2)) < 0 . (4.123)

Inequality 4.123 is of the form ax® + bx + ¢ € 0 vhich, because a > 0,
will resemble figure .24, The shaded region in figure 4.2k indicates
the permitied rcnge of x that satisfies the inequality. The minimum
and maximum permitted values of x are given by the two solutions to the

quadratic equation ax2 + bx + ¢ = 0, which are

- I —
= AW r’b llﬂ.ﬂ (h.mh}

X 2&. .

Substituting the corresponding terms for a, b and ¢ in equation L.12k

from inequality 4.122 gives

log |E| = 1og |#]| + — n-1 i

FC,_ 1(2 FC_ log 15|

(k.125)

mm)2 + F(gcl 5 co) )i -

n-1 n-1

The term Fcol(n - 1) will be small compared to the others, hence the

confidence interval for log |ll| is given by

n-1 n-1 ol

% 2 3
F - C
(zrco 1og |H] *( FC, ) *_ (2¢) o)) ) (4.126)

The phase of the estimate is shown by Bentley (1973) to Le approxi-
mately normally distributed. Hence, because the argument of a complex
number can be manipulated in the same way as logarithms, i.e. arg (BHX)
= arg (H) + arg (x), a similar snalysis to that given will yield an

expression equivalent to k.125 for the confidence interval of arg (x),

viz.



sketch of

2
Y=ax+bx+c

or o>

Figure 4.24 Sketch of function y = ax? + bx + c
showing region for y <0
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(4.127)

(cho ' ¢ )2 P(ac; - c;))i
e n-1 n-1

vhere C; and C, are argument equivalents of C_ (equation 4.116) and
Cy (equation 4.117).

On using equations 4.126 and 4.127 to estimate the 95% confidence
intervels for the apparent resistivity and phase data illustrated in
fignre 4.25a, the intervals were found to be underestimated (figure
4.25b). This is probably due to the assumed model expressed by equation
4.109b of a single input/single output response function relationship.
For MT studies, the correct model has two inputs (two orthogonal com—
ponents of the horizontal magnetic field) and one output. Hence, the

correct expression for the residual noise should be

Z = log |Y| - 10g |B;X, + HX | (%.128)

and the two confidence intervals given by (log ]ﬁll - log IIHI) and

(log || - log |H,|) have to be derived.

Because it was not possible to derive expressions of the form of
equations 4.126 and 4.126 for the model given by 4.129, a statistical
procedure, which estimated the confidence intervals, was developed.

Observations made at one location of apparent resistivity at
frequency f from N data .sets will yield a probebility demsity function
given by

P (p(£)) = pl(f), pe(f), 03(1’). “ans Di(f). asey Du(f)-
This density function, p(p(f)), will tend to a log normal distribution
as indicated by Bentley (1973). Another related probability density

function can be generated by

p (108 (p(£))) = 108 (py(£))s <=e» 208 (py(£D)s .o, 108 (oy(0))



150

and, by assuming the Central Limit Theorem, the function will obey

limg., B (log (p)) = p(w)

i.e. the probability density function will tend to a normal distribution
as the number of observations becomes large.
The unbiased sample variance of the variable log pi(f) is given by

m
el il 2
B o S izl (1og p;(£) - log p(2))

(Bendat and Piersol, 1971, pp 99 - 102) where log p(f) is the sample mean .
of the function.

However, a weighted sample variance is more appropriate for weighted
mean data (as given by equation 4.91).

Consider the sample weighted variance given by

(4.129)

An analysis of the expec‘h'a.tion value of this estimate of Uf‘ (the true
weighted variance), in the same manner as that of Bendat and Piersol
(1971, pp 99 - 102), will reveal that this estimate is bissed by an
amount (N - 1)/N. An efficient and consistent unbiased estimate of the

true weighted variance is therefore given by

w; (x, - %2
2 ( ) T )i 'Z_""J'-"_l-""_'- (!‘¢13‘0)
B SR T L .

Accordingly, this sample weighted variance for MT data is given by

2
I 5, 5 ; (108 (o;) - Tog ()

52 (108 (o)) = ooy 3= . (h.a31)

INp 1

5 s 2444s . .
Because the true weighted variance, Ow, is unknown and 1s estimated by
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2 . ok

Sw’ probability statements regarding future possible values of the
sample weighted mean, log fpi, must be made with the Student t, rather
than the normal, distribution. The probability that any mean will

exceed the true mean plus an associated confidence interval is given by

Prob['§>(ux+%"—:§-‘—°i ]=u (4.132)

(Bendat and Piersol, 1971, p 112)
where ux = true value

X = sample weighted mean

Sm - sample weighted standard deviation

tn st Student t distribution with n = N-1 degrees of freedom

a - probability level

N ~ total number of estimates averaged over.

Accordingly, the 100 (1 - 20) confidence limits for x are given by

St

(E-E"—’:i‘—‘ﬁ)spkc(;ingﬁ). (4.133)

bi)

This estimation technique was applied to the data illustrated in
figure 4.25a, The 95% confidence limits for averages of 4 or more
estimates, generated by equation 4.133, are illustrated in 4.25¢. For
averages of 3 or less estimates, equation L.126 was used - these are
indicated by black circles. The confidence limits for phase for

averages of 4 or more values were derived from

b(2) - 8B(£) < 8(£) < b(£) + Ad(2) (k.13ka)
where
$(£) = arcsin( Sun:a ) (k.134b)
i NZ X
and are also illustrated in figure 4.25c. The estimates with black

circles again refer to confidence limits derived from using equation 4,127,



Figure 4.25

Example of confidence limit estimation for M-T
responses

(a) A1l accepted M-T estimates from data recorded

at station BOR

limits estimated by equation 4.125

(c) Means of results in (a) with 95% confidence b
limits estimated, for asterisked data, by b
statistical procedures (equations 4.133 & 4:134
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It is apparent from figure 4.25¢ that confidence intervals derived
by employing equations 4,133 and 4.134 give well-estimated 95§ limits.
Accordingly, this statistical technique was employed on the data from

all stations if there were L or more estimates in the avereging procedure.

4.8.3 Confidence limit estimetion for azimruthal data

The statistics pertaining to distribution of data on a circle have
been compiled by Mardia (1972). The confidence interval for the azi-
mathal mean can be obtained from charts presented by Batschelet (1965,
1971). However, these intervals are not easily derived on a computer,
therefore it was desirable to develop an algorithm for estimating the
confidence limits.

For the calculation of confidence limits, it was necessary to
employ the three approximate tests for direction given by Stephens

(1962). These are

(i) Ri =32 + ﬁ !*2. (4.135a)

(ii) Re =X _Toow-o
e . (4.135b)
and (iii) R., Tk . Fl:N-l (4.135¢)

H N
1 i | . .
where R = (024-_@_2);, C=-ﬂ-£cosﬂi,_5_—-ﬁ[ sin O; and X is the

—_

component of R on a vector A. Tests 4.135 analyse if A is a direction

of preferred orientation. The values of R are estimated at the required

confidence level. If R < Ro’ then the direction of vector A 1s signifi-

cant at the significance level employed. Each of the three tests can

only be applied in certain circumstances.

Incorporating the results of Stephens (1962) and Batschelet (1965,

1971), the following procedure was used to evaluate the confidence
3
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limits for the azimuthal data. Because the azimuthal data was in the
range (0, v), and was therefore doubled to give a range of (0, 2x), the
estimated confidence limits were halved.

If N was the number of estimates averaged, then for N < L, statis-
tical analysis was not possible.

For N > b, a test for a uniform distribution was applied. The
uniform distribution hypothesis was tested with the Rayleigh test
(Batschelet, 1965).

If the data vere uniformly distributed, then CL (confidence limits)
= 190°,

If the azimuths vere not uniformly distributed, R was calculated
ﬁm_&a = (52+§2).vwogm_s_m computed from a veighted mean,

- -
. ) n%;_i cos(20,) ’ ) 132'};1 sin(28;)
R I Mea

Then, if N < 8, X2 vas derived from 4.135b with R, = R and if X2 < 3R/
then CL = 0.5 arccos (X2/R). Othervise if X2 > 3N/k, X3 vas calculated
from 4.135c with R = R and if X3 > 5H/6 then CL = 0.5 arccos (X3/R).
Alternatively, for X3 < SN/6 then CL = 0.5 arccos ((X2 + X3)/R).

For H > 8, X2 was calculated from 5.135b with R = R and for X2 > n/h,
tests as for N < 8 were applied. Alternatively, for N/2 < X2 < 30/h,
then OL = 0.5 arccos (X2/R). Finally, if X2 < N/2, X1 was estimated
from U.126a and CL = 0.5 arccos ((X1 + X2)/2R).

Table 4.3 gives a comparison test, on 8 sets of sample azimuths,
between the exact 95§ confidence limits derived from the charts given
by Batschelet (1971) and the approximate 95% confidence limits estimeted
by the above procedure. In only one case are the approximate limits
an underestimate (by 6§) of the exact estimated limits. In all others,

the intervals are either correctly estimated (to within 4%) or over-



TABLE 4.3

Comparison of exact, from Batschelet's charts (1965, 1971),
and calculated, from section 4.8.3, confidence limits
for szimuthal data

Mo, of Circular
estimates variance Exact Approximate  Error

4 0.03 12° 13,2° +9%
) 0.08 19° 19.4° +24%
6 0.01 5° 470 -6%
N 0.01 7° 7.5° 1%
5 0.0k 10.5° 1.6° +9%
4 0.08 11.5° 12.0° +4%
5 0.21 23° 22.4° -2%
N 0.25 Uni formly 180° &

distributed
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estimated (up to 9%).

The sample azimuthal data illustrated in figure 4.26a were averaged
by equation 4.93 and 95% confidence limits were estimated by the above
procedure. The result is illustrated in figure U.26b which shows that

the limits have been well estimated. This procedure was therefore

employed for all azimuthal data.

4.8.4 Confidence limit estimation for skew data

This was accomplished in the same manner as for apparent resistivity
data. The sample weighted verience was estimated from 4.130 and then
the limits derived by employing b4.133.

The skew data illustrated in figure 4.27a were averaged in each
spectral band by 4.9% and the 95% confidence limits were estimated as

described above. The result is shown in figure 4.27b.
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CHAPTER 5

RESULTS

The GDS array and single-station GDS and MT results will be
presented and discussed gualitatively in this chapter. The MT observa-
tions will be discussed in greater detail than the GDS data as they

vere employed for modelling studies (chapter 6).

5.1 GDS Array Data

All the array data for event 3 areillustrated in figure 5.1 in
the usual manner of lines of latitude from North to South, i.e. Line 1
is the northernmost line, with the stations on each line plotted from
West to East. Those data whichwere analysed for event 2are illustratea
in figure 5.2. In neither figures are the Eskdalemuir observatory
data shown although they were available.

For event 3, the horizontal magnetic field is approximately
uniform over the whole array. However, for the East magnetic vector
(D) there appears to be more high frequency signal content reccrded
at the most western stations in the northern part of the array (BON,
HEL and GST), and at the most eastern stations in the southern part
of the array (SGH and HAG). The only noticeable difference in the
north magnetic vector (H) is a greater amplitude in the variation
resorded st HAG., The H component at HAG becomes more negative by
25 nT compared to its value at the other stations. These two effects
in the horizontal components cannot be ex.plainod by source field
structure and hence must be related to lateral variations in
conductivity.

For the vertical magnetic field component (2), which is more

sensitive to lateral conductivity variations than the horizontal
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components, there is a general decrease in response from North to South.
The most noticeable effect however is the time lead of the excursion
maximum at stations in the south-eastern part of the array (COT, GAL
and SGH) compared to its time at the other stations. At these three
locations, and at the Eskdalemuir observatory, the Z excursion maximum
occurs just prior to 1800 UT. At all the other locations, it occurs
either at or just after 1800 UT. This time lead at COT, GAL and SGH
is about 13 minutes which represents a phase lead of TO° for the
dominant period of the bay (approximately 66 mins). Another feature
of the recorded Z variations is the Z attenuation, by over 20 nT, at
FIN.

Event 3 was spectrally analysed by methods discussed in section
4.2, and maps were prepared of I values (Z/T ratio, where 7 = 52 &+ D2,
Caner and Cannon, 1965) and polarisation characteristics (Fowler et sal.,
1967) at verious periods. The spectral periods chosen were 66 m, 4h m
and 33 m becsuse the horizontal field components exhibited peaks in
their emplitude spectra at these periods. The I values are illustrated
in figures 5.3a (66 m), 5.3b (44 m) and 5.3c (33 m), and the horizontal
field polarisations at each location in figures 5.kba, b and e. At the
longest period (66 m), the polarisation ellipses are very similar over
the whole array, except for a decreased ellipticity at HAG, and a
change in azimuth of the major axis from the general northerly trend
to an easterly direction at SGH and COT. The map of I values at 66m
(figure 5.3a) shows high I (> D.3) at the north-western stations (HEL
and ARD), low I (< 0.2)at the coastal station of BUR and intermediate
I (0.2 < I < 0.3) at the other locations. At Lk m however (rigure

5.3b), there are low I values at the central Southern Uplands stations
- 3

(GAL, ESK and SGH) and also at ARD. High I values were derived for
E ]

stations HE1l. BUR, COT and TOG. The very different I values at the
L] 2



Figure 5.3

Figure 5.4

Maps of 'I' values calculated from Event 3
for periods of-

a) 66 minutes
b) 44.5 minutes

c) 33 minutes

Polarisation parameters calculated for
Event 3 at periods of

a) 66 minutes
b) 44.5 minutes

c) 33 minutes

Note: all ellipses anti-clockwise polarised
except at HAG for a period of 44.5 mins.










tvo closely-spaced stations of GAL (I = 0.06) and COT (I = 0.30)
suggest a very marked change in lateral conductivity in the region.
The horizontal field polarisation at 4 m (figure 5.4b) shows a fairly
uniform nature over the array with the notable exception of HAG, at
vhich the field is highly elliptically polarised. At 33 m, source
field effects are apparent on the polarisation plot (figure 5.kc).
However, the magnetic field at HAG is egain extremely linearly
polarised compared to its behaviour at neighbouring stations. The map
of I values at this period (figure 5.3c) shows a response in the range
0.15 - 0.25 at most locations. An extremely low value (0.0k) is
calculated for GST and an extremely high value (0.52) for COT.

As the main objective of this investigation was concerned with
the application of the MT technigue, further analysis of the array data,

including a detailed study of event 2, was continued Ly colleagues.

5.2 Synopsis of MT and GDS Single-Station Data s

The full results from each of the 13 locations at which single-
station MT and GDS observations were made are given in figures 55a to m.
Illustrated ere the 'Rotated Major' and 'Rotated Minor' spparent
resistivity and phase estimates, the maximising azimuthal angles, the
skew factors, the anisotropy ratios (AR = nﬂwhm) and the
magnitudes and directions of the in-phese and quadrature induction
vectors. For all estimates, excluding AR, the 95% confidence intervals
are also shown.

For the majority of sites, it was obvious during the recording
stage whether the station would yield vell-estimated MT and GD8 results

or not. The criteris foF tyell-estimated' data vere necessarily

subjective but were dependent on {i) the percentage of accepted

estimates, (ii) the scatter of accepted estimates, (iii) the size of

the estimated confidence intervals, and (iv) the 'smocthness', of the

e ———————



Figures 5.5

bottom right - real and imaginary induction vec

Total results from all 13 locations at which
measurement of the M-T and GDS single-station
variations were made,

top left - 'Rotated Major' apnarent resitivities

too right - 'Rotated Minor' apparent resistivi

bottom left - azimuthal rotation angles, skew fa
anisotrony ratios

amplitudes & directions
( both vectors reversed )
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means of the accepted data, with period. Table 5.1 gives the percentage
and actual fraction of the accepted estimates for all the analysed data
from each site after PROGRAM ONE had been used.

After inspecting all the available accepted data from the 13
stations, it was apparent that for a 'well-estimated' averaged major
impedance value, one or two estimates in the averaging window were not
sufficient. Obviously the more estimates in a window then the better
estimated is the mean value. It was decided that at least four estimates
were required in o:r_'der to acknowledge the mean impedance value as being
'well-estimated'. Those averaged values compounded from four or more
estimates in the frequency window are denoted by an asterisk in the
ensuing data plots. Their confidence intervals were derived by the
statistical procedures given in 4.8.2. Those mean values derived from
three or less estimates are indicated by an open diamond and also, for
clarity, by a large black circle in the AR (anisotropy ratio) plots
in figures 5.5. ¥

For the GDS data, only 'averaged' vectors derived from one estimate
appeared inconsistent with vectors at other periods. The magnitude of
the quadrature arrow of these estimates, which were not considered
well-estimated, are indicated by a black circle in the figures 5.5a,
mwcaiy | De-TMe

All the 'well-estimeted' major impedance data from the 13 locations
(excluding DZR for which no MT data was well-estimated) are plotted
together in figure 5.6. The apparent resistivity estimates range over
two orders of magnitude at all periods. However, the phase curves all
exhibit a decreasing asymptote in the pericd range 80 — 800 s. GCreat
effort was expended, during both the recording stage and the subsequent

data processing, to ensure that the phase data would be reliable. The
2

facts that (a) the phase data from all stations are of the same form



TABLE 5.1

Percentage of estimates accepted after analysis

Station

CAP
CRK

DZR

GOR

NEW

TIN

TOW

by FROGRAM CNE

50% (73/147)
528 (45/87)
33% (712/221)
14% (25/180)
39% (59/150)
58% (81/139)
30% (49/161)
17% (32/18k)
61% (171/280)
41% (61/147)
52% (100/19%)
34% (56/166)
39% (62/157)

GDS
50% (66/131)
63% (36/5T)
35% (60/170)
53% (95/180)
55% (75/136)
W6% (34/74)
67% (108/161)
sh¥ (100/18%4)
60% (169/280)
51% (39/76)
65% (126/19%)
k6% (77/166)

50% (69/138)
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and (b) meny estimates have very small confidence intervals, were taken
as indications that this aim had been successfully accomplished. Assuming
a realistic one-dimensional variation of conductivity, a phase response
showing a decrease from 60° at 100 s to 35° at 1000 s can only be achieved
by placing a conducting zone at lower crustal/upper mantle depths.
Hence, the phase responses were the first indication that a conducting
zone underlies the southern part of the Midland Valley and the whole of
the Southern Uplands at lower crustal/upper mantle depths. The response
observed at TOW (the lowest line on the phase plot) will be discussed
later.

The rotated minor phase data at almost all locations were not well
estimated. This was due to two main factors - (i) as a minor phase
acceptance criterion was not mlorulz unrealisable phase estimates
vere allowed (i.e. 0° > ‘nin;ﬂf ”)D, and (ii) O inor ¥aS the minimum
signal to noise ratio direction. Accordingly, the ¢ TPEL, estimates
vere not interpretable for the majority of locltion;:-.

N6t all the MT responses were considered reliable. The impedances
computed for certain stations were considered invalid for various
reasons. Also, the aim of the interpretation was to provide a gross
conductivity model that satisfied the data, It was not possible to
explain the observations from some locations in terms of a 'generalised’
model. Hence, these observations, and those results considered
unreliable were not interpreted. The dsta from the four stations
concerned (CAP, DZR, GOR and TIN) sre discussed in section 5.6.

For the other 9 locations, the results appear to fall inte three
distinet groups (figure 5.7). These groups are consistent, vith one
exception (ELC), with separsting the stations according to locality,

i.e. Midland Valley, Southern Uplands and Northern England.
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5.3 Midland Valley Response

The 'well-estimated' apparent resistivity and phase data for
stations FTH (f) and SAL (s) are illustrated in figure 5.8, and the
total major and minor estimates in figures 5.9a (FTH) ana 5.9b (SAL).
The period range covered by the response is from 28.5 s (at SAL) to
800 s (at FTH).

The similitude of the two responses (figure 5.8) is striking.
Both exhibit a major apparent resistivity of 60 fm and & phase response
of ~50° at a period of 60 s. With increasing period, the apparent
resistivity of both increases, and their phases decrease,to 100 Om
and 30° respectively at 700 s. The 95% confidence limits of the
pmajor and °mudor values for both stations are small. The SAL curves
appear smoother but this is probably due to the greater amount of data
analysed and the correspondingly greater number of accepted estimates.

The Prinoyr SUFVeS from both locations also a.ye::.\rith a rise
from 10 Om at periods less than 100 s to 100 fim at periods greater
than 1000 s. The AR for both is between 5-10 at short periods but
reduces to 1 for periods longer than about 200 s.

The azimuthal rotation angle at both locations appears frequency
independent with an approximately EW orientation. The angles from
each site are within 60° of each other at all periods. The skew
factors are below 0.5 at all periods. According to Swirt's (1967)
criteria, this indicates thet the geclogical structures beneath the
sites can be described as 'weakly' two-dimensional.

For the GDS data, the highest percentages of acceptable estimates
are obtained from these two locations (67% - FTH, 658 -SAL, table 5.1)
The FTH vectors (figure 5.5g) have lower associated confidence limits
than do the SAL vectors (figure 5.5k). As with the MT recponses, the

induction vectors observed at both locations appear remarkably similar.
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At both sites, the in-phase vectors have a magnitude of about 0.2
at short periods (10 - 30 s) and are pointing north-westerly. Their
magnitudes then decrease with increasing period with an associated
clockwise rotation of their directions. The magnitudes subsequently
increase to about 0.3 at 1000 s, at which the vectors are pointing
south-easterly. The magnitude of the FTH vector, for which there are
estimates at long periods, decreases slightly with increasing period.

The quadraturé vectors from each station also point north-westerly
at short periods and have low magnitudes. Their magnitudes become
greater with increasing period to maximise at 0.2 at about 100 s.

This is also the period at which the real vectors minimise. Their
magnitudes then decrease to less than 0.1 at 1000, at which they are
peinting south-easterly =lso.

This rotation of the in-phase vectors is consistent with the
short period (20 - 500 s) GDS observations made by Green (1975) at
EBarlyburn, which is located just North of the Southern Uplands fault.
However, the estimated magnitude of the vector was frequency independent
at about 0.2 in the period range 20 - 125 s. This does not agree with

the minima in magnitude at 100 s observed at FTH and SAL.

5.4 Southern Uplands Response

Stations which display the 'Southern Uplands' response are BOR,
CRK, ELC, ESK, NEW and PRE. Their major apparent resistivities and
phases are illustrated in figure 5.10. At all stations, the | e
estimates are grester than about 100 &m for all periods. All Pasior
curves, except ESK, exhibit a minimum at about 200 s. The curves,
excluding CRK, are asymptotic to a value of about 750 Om at long
periods. The rotated major phase estimates from these stations are

greater than 60° for a period of 100 s. Except CRK, the phase responses

- (o]
all decrease with increasing period to 30" at 1000 s.



OHM METERS

APPARENT RESISTIVITY IN

PHASE

1000¢
100
100
"4 \
Be
10
0 100 1600 10000
PERIOCD IN SECONDS
ROTATED MAJOR
90
75
60
45 E7/‘
30
s
0
10 100 1000 10000

PERIOD IN SECONDS

Figure 5.10 ‘'Rotated Major' curves for stations with
the 'Southern Uplands' type response



162

The large confidence limits for the CRK resistivity data make
interpretation of its response susceptible to much ambiguity. Also,
there are very large skew values observed at the location. These may
have been caused by the topography of the recording site. Accordingly,
it was considered that a full interpretation of the MT results was not
worthwhile. A model that accounts for the qualitative aspects of the
data is sufficient.

Although station ELC was located to the north of the surface
exposure of the Southern Uplands fault, its MT results are described
best by the description 'Southern Uplands", rather than 'Midland Valley',
response. As discussed in section 2.4, the telluric field is expected
to be grossly distorted in the vicinity of a fault due to the high
conductivity of the fault metamorphic zcnes. Data from sites close to
major lateral conductivity variation can only be interpreted in at
least a two-dimensional, if not a full three-dimensional, sense.
Because the medelling studies were restricted to va;;;;ionn in conduc-
tivity in only one dimension (the vertical), the MT results from this
site were not utilised.

The minimum in the major apparent resistivity curve at 50 s and
the maximum st 200 s observed at ESK are not consistent with the
results from sites BOR, NEW and PRE. Therefore, general models which
satisfy the data from these three locations will not be acceptable to
the ESK response. As the object of the interpretation was to find a
general model of the conductivity distribution beneath the Southern
Uplands, the data from ESK were not interpreted. It is possible to
obtain consistent responses by adopting Dowling's (1970) criterion.

He selected from theg . . and p_. . curves, that curve which "best
meintained structural congruity between the models for each site”.

The pminor curve for ESK does exhibit, like the Dmajor curves of the
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other three stations, a minimum at 200 s. Hence, the ATy rather
than the pmajor’ curve would have been selected and interpreted if
Dowling's criterion had been adopted. As previously mentioned, the
© in direction gives the worst possible signal to noise ratio and,
because of this, Rankin (1975, personal communication) has warned
against interpreting the Phinop CUrve. However, the problems are not
so critical for the ESK data because Bmax passes the Rayleigh uniform
distribution test, at the 95% level of confidence, in the period range
30 - 450 s (figure 5.5f). Hence, it is possible to make a strong case
for interpreting the (Y results from ESK. However, the more prudent
approach was taken of only interpreting fully consistent results.
Accordingly, the data from ESK, although appearing interpretable on
its own, was not employed because of lack of consistency with the
majority of responses observed in the Southern Uplands.
and ¢ . _ averaged estimates from BOR (b), NEW (n)

major major
and PRE (p) are illustrated in figure 5.11, and the full major and

The p

minor data in figures 5.11a (BOR), 5.11b (NEW) and 5.11c (PRE). The
major impedances from these three stations are extremely similar in
both amplitude and phase responses. All the 'well-estimated'
resistivity estimates, and the majority of the phase estimates, have
very small associated confidence limits. For all three locations, the
skew factor (figures 5.5a, i and j) is less than 0.2 at all periods,
and less than 0.1 for the majority of periods. Hence, it can be
concluded that the conductivity distribution beneath these sites is
one~- or two—-dimensional.

Stations BOR and NEW have many other features in common. Their
rotated minor resistivity estimates, except at short periods, are
within the confidence limits of the major estimates at the same period

(figures 5.12a and 5.12b). Also, their anisotropy ratios are very
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close to one for all periods and a lot of their azimuthal angles pass
the Rayleigh uniform distribution test (section 4.8.3). These features
all suggest that the conductivity distribution beneath BOR and NEW is

one-dimensional.

The data from PRE are anisotropic in that the pu.ior end p_. o or
curves are dissimilar (figure 5.12c). Also, there is a high scatter
of the Pt estimates as indicated by the large confidence intervals
(figure 5.12c). For a lot of analysed data sections, there was high
frequency noise on the East magnetic compouent (D). Accordingly, it
is expected that the maximising coherence angle, em, would be roughly
EW, corresponding to P estimated from the East telluric (E) and
the North magnetic (H) components. This is observed in practice
(figure 5.5j). Also, the Puinor estimates were expected to be under-
estimated at short periods due to the random noise on the D component
(sections 4.4.1 and 4.4.2). This may account for th_e_fbsemd Pminor
response from PRE.

The induction vectors at ELC and DZR (figures 5.5e and d4) exhibit
responses similar to those observed at FTH and SAL. The magnitudes of
their real vectors minimise at approximately 100 s period, with corres-
ponding mexima in the magnitudes of the quadrature vectors. The real
vectors rotate smoothly in a clockwise direction with increasing
period, from the north-east quadrent at short periods to scuth-easterly
at long periods. The quadrature vectors' directions also follow this
pattern.

The magnitude of the in-phase vectors at all other Southern Uplands
sites, except PRE, is never greater than 0.2. The vectors derived
from the data recorded at PRE are suspect because of the previously
mentioned random noise on the D component. The large confidence limits

for the vectors may be & manifestation of this effect. However, the
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directions of the vectors at PRE should be fairly reliable because of
the ellipse of confidence effect (section 4.7.1).

Stations BOR, CAP, CRK, ESK, NEW and TIN all have values of R
(the real vector magnitude) less than 0.1, but significantly different
from zero in the period range 20 - 1000 s. At periods greater than
1000 s, there is some evidence for an increasse in R at these locations.
The quadrature vector magnitude (I) is also less than 0.1, and
frequently less than 0.05, in this short period range. This suggests
there is little near surface lateral inhomogeneity to distort the
induced vertical component.

The real vectors at BOR and TIN point westwards at short periods
(T < 300 s) then rotate clockwise to a northerly direction at long
periods (T > 1000 s). Their imaginary vectors also point westwards at
short periods but they rotate anti-clockwise to a south-easterly
direction at the longer periods. il

At short periods, the real vectors at CAP, CRK, ESK and GOR point
north-westerly. At all 4 stations, the vector rotates clockwise with
increasing period to point north-easterly at long periods. The
quadrature vectors from these locetions do not exhibit the same
response. This may be due to their low magnitudes giving rise to
statistical random orientation of their azimuths.

The induction vector response at NEW is very different in character
to that at all the other Southern Uplands stations. The magnitudes of
the in-phase and quadrature vectors have very small 95% confidence
intervals for periods less than 3000 s, suggesting they are extremely
well estimated. The real vector points south-east at short periods
(T < 100 s) then, with increesing period, rotates anti-clockwise in a
very smooth manner to point north-easterly at long periods (T > 1000 s).

The quadrature vector also follovs this pattern except that it initially
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points north-vesterly at the shortest period (15 s), then rotates anti-

clockwise to a south-easterly direction by 70 s period.

5.5 Northern England Response

The response observed at the one station in Northern England, TOW,
vas unusual in many respects. Although a dominant orientation of the
telluric field, with a high ellipticity of polarisation, is commonly
observed on MT records, it is not typical to find the polarisation of
the horizontal magnetic field s linear as that found at TOW. The
power in the magnetic field was almost all oriented in a NS direction
for any source structure. The telluric field was also linearly
polarised but with an EW azimuth. Accordingly, the Bm direction is
EW (figure 5.5m), corresponding to Prajor SStimated from H magnetic
and E telluric components.

The rotated major and rotated minor responses observed at TOW are
illustrated in figure 5..13. The pnajor end ‘mjcu- estimates are very
different from those observed at any other location. At short periods
(T < 200 s), the major apparent resistivity is of the order of 10 om.
It increases, with increasing period, to 200 Qm at 1500 s. The major
phase is smaller at all periods than thet observed at any other
location. Because there was little power in either the D magnetic or
N telluric components, the p . . vaelues are not well estimated. This
is exhibited by their large confidence intervals and their high degree
of scatter with period (figure 5.13). The large skev factors and their
large sssociated confidence intervals, are also due to the power being
contained solely in one component of each field.

The induction vector response observed at TOW shows a frequency
independent azimuth of the real vector in a north-west direction. The
magnitude of the vector rises from 0.1 at short periods (T < 100 8) to
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0.3 at longer periods (T > 2500 s). The quadrature vector has small
magnitude (less than 0.1) for periods shorter than 2500 s. Its azimuth
scatters at the long periods but is south-easterly at the shortest

periods, then turning clockwise to south-westerly.

5.6 Unreliable and Anomalous Responses

It is obvious from table 5.1 that DZR and GOR were not good MT
recording sites. When recording at both of these locations, a high
telluric noise level was present. This resulted in the rejection of
over BO% of their estimates of rotated major impedances. Also, those
estimates which were accepted exhibit a high degree of scatter (figures
5.5d and h). Therefore, it was concluded that the MT data were grossly
corrupted by cultural electric disturbances and were not meaningful.
Accordingly, no attempt was made to explain the derived impedance
responses for these locations. However, over 50% of the GDS data from
both stations were accepted and the estimates appear-—smoothly varying 4
with frequency (figures 5.5d and h). Hence, vhe GDS data were considered
indicative of conductivity variations.

The resistivity estimates for CAP are not congruent with those of
nearby stations (CRK, ESK and NEW). Both the major and minor apparent
resistivity estimates are of the order of 10 @m for all periods

(figure 5.5b). At all other locations however, the major resistivity

curves exhibit ascending asymptotes to a value of about 750 fm in the
period range 103 - 10" s. The N8 telluric line had to be relocated
once because of obvious interference from a mains transformer (section
3.4 (¢)). It was concluded that the data did not reflect the true
conductivity distribution but were a manifestation of distortion of
the natural telluric Tield. The water of St. Mary's Loch, which was

close to the recording site, may also have attenuated the electric
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field. As with DZR and GOR however, the induction vectors appear
reasonable.

The MT results derived for TIN are also not consistent with those
for other Southern Uplands stations. The low frequency asymptote is of
the order of 5000 fm (figure 5.51) whilst for most other locations is
750 ©m. Hence, the MT results from CAP and TIN were not interpreted

because they were not consistent with the other data.
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CHAPTER 6

INTERPRETATION AND CONCLUSIONS

In this chapter, various techniques for inverting magnetotelluric
data, to derive a conductivity distribution with depth, will be
revieved and discussed. Also, the validity of a one-dimensional
interpretation of two-dimensional date will be investigated. The
results of inverting apparent resistivity and phase data, obtained
during this project, by a Monte-Carlo technique will be presented.

The geophysical and geological conclusions drawn from the derived
conductivity profiles will be discussed. Suggestions for further

work will be given.

6.1 Introduction

The purpose of interpreting any geophysical parameter(s) is to
derive a unique model whose theoretical response satizfies the observed
data. Many methods for inverting geophysical data to obtain such a
model are available. Some of these methods are iotally automatic ,
some totally empirical and the rest are semi-automatic. With the
advent of high speed ccmputers, there has been, in most branches of
geophysics, a general trend away from subjective 'trial-and-error'
inversion techniques towards the more objective computer-oriented
automatic inversion procedures. However, even these methods may suffer
from the effects of personal, or other, bias due to oversimplification
of the problem. This vulnerability inherent in modelling studies has
been emphasised by many workers, and perhaps most aptly by Professor
A. T. Price (1973), who states:
"One of the dengers we have to guard against is that of including some

feature in our Earth model, for mathematical convenience or simplicity,

e




170

and then drawing inferences from the results of our mathematical solution
about some feature in the real Earth, whereas this stems only from the
particular model we have chosen."

When considering the problem of uniqueness, i.e. that the derived
model may not be the only model whose response satisfies the data, it
must be remembered that no geophysical parameter can be measured with
absolute precision. Accordingiy; each geophysical response function,
derived from the observations, has an associated confidence interval.
This will permit more than one acceptable model. Hence, the rational
objective of inverting real data should be to determine the bounds of
the family of acceptable models, and not one single model, even the
'optimum' model, of that family.

For electromasgnetic induction studies on a regional scale, there
is a twofold aim to interpreting the data. The first objective is to
derive a conductivity distribution which satisfies the observed response
functions. This distribution may then be interpretéE~;; terms of
geological structure and/or tectonic history.

Initially, the modelling studies of geomagnetic data should be
undertaken without regard to any other information other than that
determined by the investigation. Preconceived ideas of the likely
form of the conductivity distribution will greatly bias the model
studies by excluding whole sets of models which are not compatible
with these ideas. If, and only if, initial modelling gives conductivity
distributions which are concordant with any other geophysical data for
the region, e.g. results of previcus induction studies, seismic
velocity profiles, heat flow data, gravity and magnetic anomalies, etc.,
then, and only then, should these other data be taken into consideration.
conductivity interfaces are often constrained

To give an illustration,

to a specified depth because of seismic information - see for example
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Jain and Wilson (1967), Hermance and Grillot (1973), Cochrane and
Hyndman (1974), Kurtz and Garland (1976). However, an acoustic interface
may not represent a change in conductivity. Admittedly, the probability
of this is high, but it is certainly not one. Unfortunately, two-
dimensional modelling studies are computationally expensive. Hence,

to reduce the cost, as few models as possible are investigated. To

aid this aim, other geophysical data, particularly seismic, are employed
to reduce the number of models tried to & minimum.

In contrast to the interpretation of induction data, a geological
interpretation of the derived conductivity distributions, in terms of
bulk composition of the rocks, should take all known data into account.
The dangers of speculating about probable geological structure from
conductivity models alone have been stressed in section 1.4. A
geological interpretation, if attempted, should be tentative, and not
definitive, because many geologists are too ready to sccept the inter-
pretation implicitly, without realising the limitations of the geo-
physical method(s) employed. An excellent example of this problem is
the suggestion by Gunn (1973) and Jeans (1973) that the Midlanid Valley,
and not the Southern Uplands, was the location of the Iapetus ocean
during early Palaeozoic times. This postulate was to explain Powell's
(1971) conclusion, from geophysical evidence, that the Southern Uplands
is underlain by a Precambrian basement of Lewisian type rocks. The
models of Gunn and Jeans are not considered tenable, by the nmajority

of geologists, because of faunal evidence (Williams, 1972; Moseley,

1975).

6.2 One-Dimensional Interpretation Techniques

6.2.1 Validity

The validity of a one-dimensional interpretation of MT data has

been the subject of much discussion since Cagniard first proposed the
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method. If the conductivity beneath the recording site varies as a
function of depth alone, then a 1D interpretation is certainly valid.
If however, the conductivity varies significantly in one, or both,
horizontal directions, then a 1D interpretation of the data is open to
criticism.

As shown in section 2.3, for one-dimensional conductivity structures
the two apparent resistivities (pw and pyx" and their phases “x:.'r
and ¢yx) are equal for all frequencies. Hence, the anisotropy ratio
(AR) is one at all frequencies. Also, the diagonal elements of the
impedance tensor (Zxx and ZYJ) are zero and therefore the skew factor
is also zero. Because Z;T () = Z;’: (o) » Tor any 0, the azimuthal
angle, Opax> does not exhibit any preferred orientation.

If the apparent resistivity data are isotropic therefore, i.e.
p}q’r (£) = r.awt (£) for all £, it may be safely concluded that the
conductivity beneath the recording site only varies significantly with
depth. If the other two effects are also observed, i.e. zero skew and
no preferred maximising orientation, then the assumption can be made
even more confidently. The data from sites BOR and NEW display all
three of these indicators and hence one-dimensional interpretations of
their responses are certainly valid. Also, BOR, NEW and PRE exhibit
similar responses (figure 5.10), which is fairly conclusive evidence
for assuming that a 1D model is valid for the central NE/SW zone of
the Southern Uplands.

For locations in the centre of a conducting graben, Reddy and
Rankin( 1972) show that the conductivity variation with depth can be
derived by interpreting the E-polarisation apparent resistivity curve
(i.e. p//) in a one-dimensional sense. The E-polarisation data for

such a site is given by the p ... and ¢ o sop CUrves. The H-

polarisation curve (pl) is shown to be frequency independent at the
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value of the graben resistivity. The 'minor' data from TOW exhibits
a frequency independence and also it is known that the site was located
above the Northumberland sedimentary basin. Reddy and Rankin (1972)
also show that the magnetic field component normal to the strike is
altered by the secondary field generated by induction. This results
in a change in the polarisation characteristics of the total field
compared to the source field. The total magnetic field has a tendency
to orient itself normal to the strike direction. This effect could
account for the highly linearly polarised magnetic field, for periods
up to 2500 e, oviented NS observed at both TOW (an MI/GDE staticn) and
HAG (a GDS array station). Hence, it was concluded that a one-
dimensional interpretation of the rotated major data from TOW would
give a valid conductivity distribution with depth.

Wright (1970) also studied the problem of the perturbation of
electromagnetic fields by a two-dimensional structure, namely one
possible Rhine-graben model. His interest was in the anisotropy of the
tensorelmtlzﬂmznmwm structure. He showved that at
a sufficiently large distance from a lsteral inhomogeneity, in his case
15 km, the H- and E-polarisation apperent resistivity and phase curves
are very similar, both in shape and in magnitude. Also, he showed
that a one-dimensional interpretation of either would yield the
correct resistivity-depth profile beneath the location. At locations
close to a lateral inhomogeneity however, the two polarisations give
widely different responses, both in magnitude &nd in phase. However,
the Cegniard one-dimensional epparent resistivity curve for locations
on the resistive side of the inhomogeneity has exactly the same shape
as the H-polarisation curve but it is of different magnitude, i.e.
there is a frequency independent scaling factor between them. Also,
the Cagniard phase curve, at periods grester than 5 s, is vithin 5° or
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the H-polarisation phase curve. Hence, on the resistive side of a
lateral inhomogeneity, and close to that inhomogeneity, a one-dimensional
interpretation of the H-polarisation curve (p J.) yields a structure whose
interface depths are correct but whose layer resistivities are over—
estimated. The overestimation factor, the logarithm of which is the
same for all layers, can be obtained from the long period E-polarisation
resistivites (p//) because, at long periods the Cagniard and E-
b polarésation curves coalesce. H-polarisation results when the magnetic
rield‘iparallel to, and the telluric field perpendicular to, the strike
of the anomaly. For locations on the resistive side of the inhomogeneity,
this is the pma.jor and ¢mjor data.

Hence, for two-dimensional structures on the conductive side of
the inhomogeneity, a one-dimensional interpretation of the E-polarisation
-orop, and ¢ e data yields the correct conductivity distribution
with depth whilst the H-polarisation - or p J. and ¢ J. = curves should be
interpreted on the resistive side. Both the p /) °n the conductive side,
and the p J. on the resistive side, are given by their respective P
curves. This is also true for tne phase response

Hence, for MT data that appears two-dimensional, an interpretation
of the major impedance data appears to give correct interface depths.
Tt is only necessary to know whether the location is on the conductive
side, or the resistive side, of the lateral inhomogeneity in order to
correct, or not, as the case may be, the layer resistivities. To
jllustrate the validity of this approach, comparisons between the one-
and two-dimensional modelling studies for two investigations are given

below.

The MT results obtained at nine locations in Southern Auctralia

were presented by Tammemagi and Lilley (1973). In order to explain,

in terms of geoelectric structure, the observed responses at six of
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these, Lilley and Tammemagi (1972) undertook 'trial-and-error' two-

. dimensional modelling employing the Jones-Pascoe programs (section
2.k.2 (c)). Apart from the station Partaccona (PAR), the B~ and Hi-
polarisation apperent resistivity curves derived from each location
for one of the 'best compromised models' (the compromise is between
the MT and GDS data) are equal (to within experimental accuracy). The
Cagniard theoretical curves derived for the conductivity profiles below
the observation sites are equal to their respective E- and H-polarisation
curves presented. Hence, for the MT data, the same informstion as was
obtained by the computationally expensive 2D modelling study could

have been obtained by 1D modelling.

As reviewed in chapter 1, Kurtz (1973) eand Kurtz and Garlana (1976)
have undertaken an MT study in eastern Canada. Initial interpretation
was by 1D inversion - by empirical methods - of both the rotated major
and rotated minor resistivity curves. Because of the anisotropy in
the data, i.e. pmjor"pninor’ they then undertook Qﬁ:dauing studies,
again with the Jones-Pascoe program. They concluded that the generalised
model structure illustrated in figure 1.5b was the optimum model
examined. However, the 1D model fit to station 10 data gave a
conducting crust underlain by a& resistive upper mantle. The 1D model
for station 14 data was of a resistive crust with a conducting upper
mantle. Thus, the same general conclusions as those illustrated by
the model in figure 1.5b could have been drawn without resorting to

2D modelling.
These two examples discussed above illustrate that 2D modelling

is not always necessary to explain the observed MT data. The gross
features can be derived by & 1D interpretation of the rotated major
apparent resistivity and phase curves from sites sufficiently distant

from large lateral variations in electrical conductivity. Tvo-



176

dimensional modelling studies of all but the simplest structures must
at present be accomplished by numerical techniques on high-speed computers.
These methods involve a high use of computing time ana only result in
establishing finer details to the conductivity model. Also, many
questions have been raised about the fundamental theories of the most
widely employed 2D modelling program, nemely the Jones-Pascoe program
(section 2.4.2 (c)). Until these problems are resolved and the pro-
grams are made much more computationally efficient - with regard to
the required core time -~ it is the opinion of the author that extensive
trial-and-error 2D modelling studies by these numerical methods, are
not essential for the interpretation of the observed MT responses.

Rankin and his colleagues (Rankin, Reddy and Kao, 1976; Rankin,
Reddy and Schneider, 1976) believe that a one-dimensional interpretation
of the rotated major data is valid even for three-dimensionsl structures.
Although this may be regarded as somewhat speculative, it is probably
true if the structure is on a large enough scale and if the data were

obtained from locations sufficiently distant from major lateral vari-

ations in conductivity.

6.2.2 First approximation inversion schemes
A method for directly inverting MT and GDS data was presented by

Schmucker (1970, pp 68-69) and, in a slightly different form by Kuckes
(19732, 1973b). The method involves approximating the real Earth to a
two-layer model. The'depth to a perfect substitute conductor' - i
is then derived with an essociated apparent resistivity at that depth.
The method is as follows: Consider a conducting substratum of
conductivity o,, overlain by a resistive top layer, of thickness h.

The surface impedance, at frequency w, above the model is given by

2z, (w) = L;f‘! coth[klh + coth"l( ;;_)] (6.1)
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from equation 2.23. The attenuation of the incident field within the
base layer is determined solely by its skin depth value, hence k, may
be replaced by (1 + i)/6,, where §, is the skin depth of the base layer
as defined by equation 2.14. Also, from equation 2.25, k, may be
approximated by the wavenumber kT, in the top layer. If klh << 1, i.e.

the upper layer is small compared to the dimensions of the source, then

equation 6.1 can be reduced to

zo(w) s 41wy 2

1+kh
k]_ k]_h i k2!k1 ) (6.2)

(Keller and Frischknecht, 1966, p 221). If the basement is much more
conducting than the top layer, then k, << k,, therefore k2/k1 >> k h.

Accordingly, equation 6.2 can be approximated by
il : SpR e N
Zo(w) = :mu(h +56,-1356; ), (6.3)

by neglecting k,h and substituting k, = (1L + i)/s,. BHence, from
equation 2.12, the inductive scale length, C(w), given by i pw Clw) =

Zo(m), is equal to

1 Liglls
clw) =n+368,-1i3 8- (6.4)

Hence, the value of h and p, are given by

B = Re(C) - In(C) = 2= (Im(Z)) - Re(Z)) (6.52)
and o, = 2on (In(e))® = o= (Re(2,)). (6.5b)

Keller and Frischknecht (1966, pp 222-223) show that for 8, << h

i.e. that o, >> 0y, then h'~ h is given by
Zo(w) = jwph'.

substituting pa(m) for Zo(m) (equation 2.13) gives
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Pglw) = wuhig)

o 2] - oo 2’

However, the depth to the perfect substitute conductor, h.,

and hence

defined by

h =h+xs, =Re(C) =L m(z ) (6.6)
il wit o'¥ o

has been shown by Weidelt (1972) to be the mean depth of eddy current
flow in a multi-~layered conductor. For o, very large, then b e B b,

Schmucker (1970, p 69) proposed a method for deriving a first
approximation to the 1D conductivity distribution. He suggested
evaluating h'(m) and p'(h‘), from either the inductive scale length,
C(w), for GDS data or the impedance functionm, Z (w), for M data, by
utilising equations 6.5b and 6.6. This |:o*—}:|l approximation was shown
by Schmucker (1970, p70) to give the Lehiri and Price (1939) model 'a’
when applied to global data.

However, the substitution is only meaningful when the approxi-
mation of a resistive layer overlying a conducting sub-stratum is valid,
i.e. thaet the conductivity is & monotonically increasing function with
depth. If, as was the case with the MT results for this work, the Py
curve does not exhibit a decreasing asymptote with increasing period,
then the approximation is invalid. Hence, the Schmucker approximation
scheme was not applied to the results presented in this work.

Another first approximation algorithm, which employs the integrated

skin depth, was presented by Laird and Bostick (1970). A depth versus

frequency curve is generated from

i 3
£
Stie) 0.1?1/3 I P (f,)

ar
(wu

3 o
rD
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and resistivity p_(f) is assigned to depth D(f). However, this technique

has not been widely employed.

6.2.3 Curve fitting procedures

The simplest form of curve matching is to generate the theoretical
response of a model and compare that response with the observed response.
For the MT problem, the theoretical response of & multi-layered sub-
stratum is given by equation 2.23. The parameters of the model can
then be adjusted and further theoretical curves generated until an
'optimum' model is found whose response best agrees with the data.

Such 'trial-and-error' procedures are employed in many branches
of geophysics. This is because the forward problem is inherently easier
to solve than the inverse problem. One major advantage of the technique
is that an intuitive feeling is obtained of which are the most critical
model parameters.

A procedure which interprets MTI' apparent resistivity data by the
sequential addition of base layers was suggested by Nebetani and Rankin
(1969). The initiai procedure is to interpret the highest frequency
response in terms of a two-layer structure. A three-layer model is
then employed, the upper two layers as previously interpreted, to match
the theoretical aﬁd observed data at the point where the observed
response departs from the theoretical two-layer response. This process
is continued by adding further layers to the base of the resistivity
profile until the whole field curve has been modelled. An interactive
graphics program to choose the best possible 'mew' layer parameters
for the Nabetani-Rankin inversion scheme was written by Mozeson (1971).
Patella (1976) has given a similar procedure for a partial curve-

matching technique. However, Patella's method also SeTEs Sha phace

data, simultaneously with the apparent BRNAH iR B
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Various automatic techniques for deriving the model whose response
best matches the observed response has been given. Most are by non-
linear least squares procedures which minimise the residual between
some function of the model response and that of the observed response.

Laird and Bostick (1970) have examined many methods of minimising
v, =Y |2 .(£) -z .(2)]°
i 2 i ol mi L

whilst Wu (1968) has given a procedure for minimising

b= 1 Gg(e) - pi(£)2,

where subscripts 'o' and 'm' refer to the observed and modelled responses
respectively. Muller (1976) has generalised Wu's application of
Marquardt's least squares method (Marquardt, 1963) to allow a complex

valued parameter, ¢'3, given by
¥y = I (3 :(0) - 2. (£))?
3 § ol mi

to be minimised by his iteration scheme.
A novel least squares procedure, in the time-domain, was suggested
by Kunetz (1972). It involves evaluating the operator u(t), given from

the convolution

elt) = u(t)* 32 n(t)

where e(t) is the electric field

and h(t) is the orthogonal magnetic field. The function ¥, given by

2
0 = | () - (e g, m))? ar

where u'(t) is the best least squares estimate of u(t)
and un(t) is the model operator given by p; and h,, the model layer

resistivities and thickness.
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Kunetz shows that U(w), the Fourier transform of u(t), is related to

the impedan i
e impedance function zotu)by

Z
1] —_—
(w) = —

and hence it is directly related to Schmucker's inductive scale length
by U(w) = -C(u). However, Kunetz considers that rather than undertake
the two-step procedure of (i) deriving u'(t) by a least-squares
procedure, from e(t) and h(t), end then (ii) evalusting the 'optimum'
model by minimising ¥)» also by a least squares procedure, a superior

algorithm is to derive "h('t' Py hi) directly by minimising

b= [ tet8) -0, 05, m% ()2 et

However, as Kunetz points out, this time-domain inversion involves
infintely long functionsof time, e(t) and h(t). Hence, it is very
approximate for short data sets and it is cmputatiofy expensive for
long deta sets.

All the procedures presented in this section - 'trial-and-error!'
curve matching, partial curve matching and automatic least squares
procedure — cnly derive one conductivity distribution that satisfies
the data. The automatic technigues do not even allow an intuitive
insight into the relative importance of each layer or its parameters.
Because real data are subject to scatter, there is no reason to essume
that the mearsof the apparent resistivity or phase data are the true
responses. Accordingly, it is desirable to ascertaein the bounds of the

family of models that satisfy the confidence limits of the data.

6.2.4 Monte-Carlo inversion schemes

As stated by Jackson (1973), the complete solution to en inverse
problem consists of two tasks: (i) finding a solution, and (ii) repre-

senting in a meaningful way the degree of non—uniqueness of that solution.
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For most geomagnetic data, an acceptable model may be found using methods
discussed in section 6.2.3. On some occasions, the least-squares pro-
cedures are not convergent to a solution (Wu, 1968). However, they do
not satisfy (ii) above. As previously stated, an inherent feeling of
which are the most critical model parameters is obtained by curve-
matching methods. However, this 'feeling' cannot be gquantified.

A technique used much in geophysics for investigating the non-
uniqueness of a solution is the random search, or Monte-Carlo, procedure.
A model is picked at random from the N-dimensional parameter space,
corresponding to the N permitted variables of the model, snd the
theoretical response of the model is compared with the measured response.
If certain criteria are satisfied, then the model is accepted. The
criteria are usually of the form of a maximum level of the sum of the
squares of departure of the thecretical response from the measured
response or that the departure does not exceed a present limit at any
response value. If the criteria are not satisfied, then the model is
rejected. Another model, not statistically related to the first, is
thcn selected from the parameter space and the procedure repeated.

This random selection of models is continued until either the whole
parameter space — which is infinite if the variables are continuous -
has been examined or the ccmputing time limit is exceeded.

For large N or continuous variables, the latter of the two
situations given above limits the number of models vhich can be exemined.
If there is only one closed set of acceptable models in the N-dimensional
parameter space, then a more efficient search is undertaken by the
Hedgehog procedure (Keilis—Borck and Yanovskaja, 1967). Initially, the

search is implemented by a Monte—Carlo procedure but, once an acceptable

solution has been found, the search is then conducted in an organised

manner about the solution., Hence, if there are two, or more, enclosed



183

sets of solutions which are unconnected with each other in the parameter
space, only one of these will be found and subsequently locally explored.

In seismology, Monte-Carlo and/or Hedgehog inversion procedures
have been applied to Rayleigh wave attenuation data (Mills and Fitch,
1977 - Monte-Carlo; Burton, 1977 - Hedgehog), surface wave dispersion
data (Biswas and Knopoff, 1974 - Hodgehog) and global seismic velocity
profile data (Press, 1968, 1970 - Monte Carlo; Anderssen et al., 1972
- Monte-Carlo) and many other problems.

In geomagnetic inductiocn studies, the Hedgehog inversion procedure
does not appear to have been employed. Monte-Carlo inversion was applied
by Anderssen (1970), to global electromsgnetic induction data, and by
Hermance and Grillot (197h4), to regional MT data. In his review on
inversion of global electromegnetic data, Anderssen (1975) considers
that Monte-Carlo inversion has an advantage over linearised heuristic
methods, of the type employed by Parker (1971), because the averaging
inherent in the latter is avoided.

A simple Monte-Carlo inversion scheme was developed by the author
for deriving the range of acceptable models permitted by the observed
MT responses.

Initially, a model of 'n' layers was found, by empirical curve-
matching, the response of which satisfied the observed apparent resis-
tivity and phase data to within the 95% confidence limits. If such
a model was not found easily, a model whose theoretical response was
within as many of the confidence intervals as possible was chosen.

The departure of the response of this model from the observed response
was obtained from the expression

o= I(og (3(£)) - og (p (£))

+ ] Gl - o, (0)? il
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where o(f) and $(£) are the estimated apparent resistivity and phase at
frequency f and pm(f) and ¢m(f) are those of the model at f.

The logarithm of the apparent resistivity was used because p(f) is
distributed lognormally, rather than normally, about p(f) (Bentley,
1973). A new model, whose response was to be examined, was generated
by perturbing the initial model in a rendom manner. The resistivities

and the thicknesses of the i'th layer of the new model was derived from
y.2 1
h, =h, 2 (6.8a)
- rs
Py =5 10 At (6.8b)

where p; and h. is the resistivity and thickness of the i'th layer of

the initial model. The 'dashed’ parameters refer to the new model layers,
and r represents random numbers.

The random numbers (ri and ri+n} which generated the new model were
derived from the NAG subgoutine GOSADF. A sequence of~numbers from

this subroutine is normally distributed with zero mean and unit variance.
Hence, 68% of the h; thicknesses generated were between pife and th

and 68% of the p; resistivities generated were in the range pillo -

10 Py-

The theoretical response for the new model was calculated and
compared with the measured response. If the theoretical response was
within more than a set mumber of the 95% confidence intervals, then the
model was accepted. Otherwise it was rejected. If the model was
accepted, the value of y was calculated from 6.7 by replacing o, (f)
with p;(f) (the apparent resistivity of the response of the new model
at frequence f) and ¢m(r) with o;(r) (similarly for phase). If ¢ < ¢,

then the initial model parameters were replaced by those of the new

et Ny ¢- > ¢, no action was taken. Hence, the parameters which
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were perturbed, by equations 6.8, to give the new model, related to the
best fitting model at that moment.

The procedure was repeated by generating other 'new' models from
equation 6.8 (note: each call on GOSADF gives & number statistically
independent of any other number given by previous calls, until 1077
calls have been made). Tests were incorporated to ensure the thicknesses
and resistivities, hi and p;, of the new model were between preset limits.
These constraints not only ensured thst the parameters were physically
realisable but also were used to restrict the search to that region of
the parameter space where acceptable models were likely to be found.
This region was approximately delineated by initial teste with only
physically realisable constraints applied.

It was decided to generate the new model from values chosen out of
the continuous distributions of each of the parameters, An slternative
would be to choose at random from discrete values of each of the
parameters, as was undertaken by Hermance and Grillo't;-_(.lm’B). This
decision was taken to ensure that the models would be as randomly
selected as possible and therefore not subject to Haddon and Bullen's
(1969) objection to Press' (1968) Monte-Carlo method. They claimed
that a misleading predominance of complex models resulted because the
probability of generating a parametrically simple random walk was small.
However, they made the implicit assumption that the points of the random
model vere generated sequentislly (Anderssen et al., 1972). Tais cannct
be true for the method outlined above.

Incorporeted in the procedure vas a facility for keeping any one,

or more, of the layer parameters to its initial value. Hence, the
thicknesses could be kept constant and the layer resistivities altered

or vice versa.
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To illustrate the proposed inversion scheme, the three-layer model,
model 1 illustrated in figure 6.1, was used as the initial model to
invert station BOR's rotated major data. The theoretical (crosses) a.;zd
observed (asterisks and open-diamonds) responses are also shown in
figure 6.1. For the MT data from station BOR, there were nine periods
at which the impedances were considered 'well-estimated'. Hence, there
were 18 confidence intervals, 9 for apparent resistivity and 9 for
phase. These can be employed to constrain the responses of the
acceptable models.

In the first trial, the resistivities were held constant at
700 Qm/50 Qm /750 Om, and the depths to the interfaces were permitted
to vary in the range 15-40 km, for the top interface d,, and 25-80 km,
for the lower interface d2 Because there are only two variables, the
parameter space was two-dimensional and it is illustrated in figure 6.2.
This is termed the d-space of the model. The triangle in the top left-
hand corner of the d-space is a region from which models were not
selected because they would require a negative thickness for the

second layer, h The position of the initial model in the parameter

5t
space is indicated by the full circle in figure 6.2. Each of the other
symbols represents a model that was randomly gselected from the parameter
space and its theoretical response compared with the measured response.
The asterisks denote models whose responses are within the confidence
limits of greater than 75% (0.75 x 18 = 13.5, i.e. 1% limits) of the
data. The vertical crosses indicate those mecdels whose responses are
within all the apparent resistivity confidence intervals (i.e. 9) but

an insufficient number of phase intervals (i.e. less than 5). The open

diamonds are models rejected because their responses do not satisfy

either of these two sets of zcceptance eriteria.
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Several features of the parameter d-space are worthy of note. The
most important of these is the obvious reduction in size of the acceptable
model region obtained by the inclusion of phase constraints. For the
assumed layer resistivities, the top interface cannot be closer than
23 km from the surface, and the middle layer thickness is between
16-30 km. To satisfy the amplitude data alone the depth to top inter—
face can be 15 km, or shallower, and the second layer thickness can take
a value in the range 14-42 km.

The acceptable model region appears exclusive in that any model
chosen within its bounds is acceptable at the 75% level. Hence, it may
be possible to explore this two-dimensional space more efficiently by
the Hedgehog method. However, because it was intended to generalise
the inversion technique to an N-dimensional search procedure, it could
not be assumed that there would only be one closed acceptance region in
the N-dimensional parameter space. I

It is apparent from the parsmeter d-space illust:t.ion (figure 6.2)
that the search region was too constrained. The maximum permissible
top layer thickness was not determined.

The -model indicated by the black square was that model, of those
generated, whose theoretical response was closest, in a least-squares
sense, to the observed response, i.e. its ¢' from equation 6.7 was
smallest. The model is illustreted in figure 6.1 (model 2) with its
response shown by vertical crosses. Hence, this Monte-Carlo procedure
not only finds the bounds of the acceptable model parameters but also
finds an 'optimum' model.

When the acceptance level is increased from 75% to 85% (i.e. 16
of the 18 intervals), only those models wnose layer depths were within
region A of figure 6.1 had acceptable theoretical responses. When the

acceptance level was further increased to 94% (17 intervals minimum),
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the region of acceptable models was further reduced in size to zone B.
Note that the initial model was not acceptable at the 94% level.

‘This initial test illustrated that the method was viable and
could produce worthwhile results. Hence, the best-fitting model (the
black square in figure 6.1) was employed as the initial model to a
random search procedure with four parzmeters of a three-layer model
allowed to vary. These four were the top layer resistivity and thickness
and the second layer resistivity and thickness. The base layer resistivity
was again kept constant at 750 Qm. One major problem with multi-variate
inversion studies is the difficulty of displaying the parameter space.
After much thought, it was realised that the conductance (conductance,
S (Semen) = conductivity (Se.meu.metreul} x thickness h (metre)) - or
'depth-integrated conductivity' - of the middle layer appeared to be
well defined by the initial test. Accordingly, it was decided to
illustrate the positions of the co-ordinates (S, 52)____ i.e. the
conductances of the first and second layers. This is termed the S-space
of the model.

The only constraints placed on the four variables were that they
had to be physically reali&:le - the layer resistivities had to be in
the range 1 Om < p < ;|_0II m and the layer thicknesses had to be positive.
An 85% acceptance level (0.85 x 18 = 15.3, hence 16 intervals) was chosen
and 10,000 models were randomly selected and their theoretical responses
were compared with the observed response. This was done in less than
20 min computer core time on the Edinburgh Regional Computing Centre

1CL 4-75 mechine (for comparison with other machines, this is approxi-

mately the time required for 1000 iterations of the Jones-Pascoe 2D

modelling program). The S-space for this test is illustrated in

figure 6.3 and the resistivity-depth profiles (p-d profiles) of the

accepted models are illustrated in figure 6.4, For clarity, the S
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parameters of the models accepted are shown in figure 6.3 by a full
circle. It is apparent from figure 6.4 that for a model to be within

85% of the confidence intervals of the BOR data, the top layer resistivity
has to be in the range 250-3000 Qm with a thickness of 16-50 km. The
resistivity and thickness of the middle layer have to be in the ranges
10-125 Qm and 4-70 km respectively. From figure 6.3, the conductances

of the layers of the models have to be in the ranges 10 § < 8, <2508

and 650 S < S, < L0OO0 8. The parameters of all the acceptable models

were output by the Monte-Carlo program for further use.

It is apparent from figure 6.4 that a conducting zone (p < 125 Qm)
at depth satisfies the observed response at station BOR. However, the
depth to the zone can take any value in the range 16-50 km. In order
to investigate, as before, the effects of a higher acceptance level
than 85%, the parameters of those models whose theoretical responses
lay within 17 of the 18 coufidence intervals (i.e. a 94% acceptance
level) were plotted. The S-space of these models is illustrated in
figure 6.5a and their p-d profiles in figure 6.5b. By ccmparing‘
figure 6.4 with figure 6.5b, it is apparent that the higher acceptance
level considerably reduced the permitted ranges of the four variables.
These ranges at the 94% level are: 300 fm < p.< 3000 @m, 24 km < h,
< 45 km, 1Tm<92¢909m,8km¢h2<5hmmdhhm‘d2‘77km-
The layer conductances are constrained to lie in the ranges 10 S < 8,
<16059nd8008(82<25005.

Tt is possible to attempt to reduce further the permitted ranges
by demanding thet the thecretical response of an acceptable model passes
within all the apparent resistivity confidence intervals. This constraint
the apparent resistivity data are better estimated

was applied because

than the phase data. The S-space and p-d profiles of those models whose

response is within all the p-intervals end is only outwith one, or less,
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parameters of the models accepted are shown in figure 6.3 by a full
circle. It is apparent from figure 6.4 that for a model to be within
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has to be in the range 250-3000 fm with a thickness of 16-50 km. The
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were output by the Monte-Carlo program for further use.

It is apparent from figure 6.4 that a conducting zone (p < 125 fim)
at depth satisfies the observed response at station BOR. However, the
depth to the zone can take any value in the range 16-50 km. In order
to investigate, as before, the effects of a higher acceptance level
than 85%, the parameters of those models whose theoretical responses
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level) were plotted. The S-space of these models ia_i:lustuted in
figure 6.5a and their p-d profiles in figure 6.5b. By comparing
figure 6.4 with figure 6.5b, it is apparent that the higher acceptance
level considerably reduced the permitted ranges of the four variables.
These ranges at the 94% level are: 300 Qm < p,< 3000 fm, 24 km < hy
< 45 xm, l-rm<p2<gom'am<h2<'jlllmandllllkl‘d2<'f?lm.
The layer conductances are constrained to lie in the ranges 10 B < Bl
< 160 8 and 800 8 < 8, < 2500 8.

Tt is possible to attempt to reduce further the permitted ranges
by demanding that the thecretical response of en acceptable model passes
within all the apparent resistivity confidence intervals. This constraint
was applied because the apparent resistivity data are better estimated
than the phase data. The S-space and p—d profiles of those models whose
response is vithin all the p-intervals and is only outwith one, or less,
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¢-interval are illustrated in figures 6.6a and 6.6b. It is apparent,
by comparing 6.5b with 6.6b, that this amplitude constraint only had
the effect of decreasing the maximum permitted thickness of the top
layer. The acceptable ranges for the model parameters are: 300 fm

< py < 3000 Qm, 2hkm<h1<-h21m,_aom<p2<9oan, 10 km < h,

< 54 km and 46 km < d, < 77 km. The permitted conductances of the
two layers are as before.

The Monte-Carlo inversion procedure appears to have defined the
permitted bounds of the acceptable models quite well. Twe basic
assumptions made about the conductivity distribution with depth have
been mede: (i) the distribution can be approximated by three layers,
and (ii) the base layer resistivity is 750 @m. Both of these zssump-

tions are examined in a later section.

6.2.5 Heuristic linear inversion methods

In order to complete this review of one-dimensiemsl interpretation
techniques, a brief discussion of linear inversion methods, as applied
to geomagnetic data, is presented.

Linear inversion technigues stem from two basic forms: ihe
formalism of Lanczos (1967), in which the model parameters are expressed
discretely, and that of Backus and Gilbert (1967, 1968, 1970), which
deals with continuously distributed model parameters. They have been
shown to be equivalent by Wiggins (1972), who gave a detailed review of
general linear inversion. As well as providing iterstive schemes for
perturbing & model so as to mateh its theoretical response with the
observed response, the methods also give information about the unique-

ness of this 'optimum' model and about the resolving pover of the data,
- An 'elementary guide' to the generalised linear inverse theory of

S Backus and Gilbert has been given by Parker (1970). He spplied the
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theory to the global induction problem using the observed response
derived by Banks (1969). Parker was not able to find a starting model
which gave converging iterates. He concluded this was due to the fact
that either (i) the starting models were too far from the true structure,
or (ii) no earth model existed which was compatible with the data.
Considering the errors involved in measurement, alternative (ii) seemed
the most likely. However, satisfactory models couid be found, whose
theoretical responses were within one standard deviation of the observed
response, but none of these gave the low near-surface conductivity
derived by Banks. Parker also showed that the inclusion of phase
information gave better surface resolution. This feature has also been
concluded from the Monte-Carlo exercise discussed in section 6.2.4 and
illustrated in figure 6.2. However, Parker considered that the inclusion
of phase data does not introduce off-disgonal components in the co-
varience matrix. This has been shown to be in error by Summers (1976,

p 177) because the diagonal elements of the off-diag:al sub-matrices
are non-zero. Hence, an element of approximation was introduced by
Parker, and is introduced whenever such a procedure of matrix extension
is adopted (e.g. Muller, 1976).

The Backus-Gilbert formalism has also been applied by Hobbs (1973)
to a response derived from data obtained from one magnetometer on the
surface of the moon and one in lunar orbit. Hobbs concluded that there
was not any evidence in the observed response for the 'spiked' conduc-
tivity profile of Sonnet et al. (1971). He considered that the limit
of knowledge attainable by linear inversion theory is that the outer
170 km of the mocn is less conducting than the interior, which is of

vniform conductivity in the range 170 km < d < 700 km. In later papers,

Hobbs (1977) and Hobbs anda Parker (1977) illustrate one of the strengths

of linear inversion methods by estimating the conductivity distribution



192

permitted by just two points at the high frequency end of Sonnet et al.'s
(1972) response curve. They concluded that the majority of models examined
by Sonnet et al. (1972) could not satisfy these two data points alone.
Hence, these models were also unacceptable to the total response function.

Word et al. (1974) have applied inversion theory to galvanic resis-
tivity data and to electromagnetic sounding data whilst Vozoff and Jupp
(1975) have inverted, in a joint scheme, both galvanic resistivity data
end MT sounding data. Larsen (1975) has inverted low frequency electro-
magnetic data to derive the conductivity structure beneath Hawaii.

Anderssen (1975), in a review of inversion of global electromagnetic
induction data, argued that because the Lahiri and Price (1939) equations
are already linear, once a conductivity model is specified, the limear-
isations of the problem by Parker (1971) and Bailey (1973) are unnecessary.
It may be true that the relationship between the internal and external
fields is linear for any specified conductivity model, but it is not
obvious that the inversion problem, i.e. choosing the next 'optimum'
model, is also linear. Parker (1977) has shown his linearisation is
valid for a restricted class of conductivity models and has given the
bounding constants.

Summers (1976) examined linear inversion theory with special
reference to inverting magnetotelluric data. He applied his procedure
to the preliminary response derived by the author for station NEW.
Summers initially inverted the rotated major apparent resistivity data
alone. Various starting models were chosen and the iterations ell
converged to different 'optimum' models. This dependence on starting
model is not surprising as the Backus-Gilbert scheme seeks that model,
closest to the starting model, which satisfies the data (Parker, 1970).
all six 'optimum' models illustrated by Summers have several

However,

siuilar & teristics. They all exhibit a conducting upper crust
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(p ~100 m) and a conducting zone (p 10 m) at upper mantle depths.
None of these models however, satisfied the short period phase data.
When the phase information was included and the inversion procedure

was repeated, the derived 'optimum' models all displayed a resistive

N

upper crust (p n103 - 10 fm). The conducting zone at upper mantle

depthé however, was still present. Hence, Summers concurred with Parker,
and with the conclusions of section 6.2.4, that the inclusion of phase
information gives better surface resolution.

In conclusion, generalised linear inversion theory is obviously
a formidable tool for not only deriving an 'optimum' model, whose
theoretical response 'best' satisfies the data, but also for examining
the unigueness of the model and the resolying power of the data. However,
it was not within the scope of this work to devise algorithms for

inverting the observed MT responses by these methods.

6.3 Monte-Carlo Inversion of the MT Results o

This section will discuss the inversion of the MT results by the
proposed Monte-Carlo method (section 6.2.4). It is subdivided in the
same manner as sections 5.3, 5.% and 5.5 to discuss separately the
inversion of the data from the three regions, i.e. the Midland Valley,

the Southern Uplands and Northern England.

6.3.1 Midland Velley results - FTH and SAL

The FTH and SAL results, which were inverted, are illustrated in
figures 5.8a and 5.8b. Their qualitative aspects were discussed in
section 5.3.

For station FTH, there are 'well-estimated' data at five periods

from 50 s to 800 s. Although there are 10 confidence intervals, 5 for

apparent resistivity and 5 for phase, the interval for the phase at S0 s

is from 0° to 90°. This range permits any conductivity model to be
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Midland Valley. However, the data do require a resistive zone in the
upper crust as illustrated by curve 3 of figure 6.8.

.There are 11 impedances considered well-estimated for station SAL
(figure 5.8b). The period range of these data is from 28.5 s to 600 s.
One of the confidence intervals for phase spans the total possible
range (i,e. 0° - 900), hence there are 21 intervals which can determine
the acceptable models. However, the apparent resistivities of the two
estimates at the shortest periods (i.e. 28.5 s and 38.5 s) are incon-
sistent with the observed phase response. These two estimates require
a conducting upper crust to model their respcnses but the first five
phase intervals require a resistive upper crust. A similar situation
occurred when Summers (1976) inverted some MT data.

The magnetic field at location SAL was measured by the 3-component
Fluxgate magnetometer as the Jolivet sensors were not cperating satis—
factorily at that time (section 3.3 (b)). The Fluxgate records appeared
to be more contaminated by noise than did Jolivet records. From the
comparison test undertaken, it was concluded that the noise was due to
the instrumentation. As shown in sections 4.L4.1 and L.4.2, the magni-
tude of a response function is underestimated if there is any random
noise on the input(s) to the linear system. However, because both the
real and imeginary parts of the response function are underestimeted by
the same fraction, the phase of the response function should be
unaffected. This argument could explain the apparent contradiction in
the data becsuse the phase estimates may be unbiased but the apparent
resistivity estimates may be biased downwards by random noise.

Because of this inconsistency in the data, the maximum number of

intervals within which the responses of & model of any conductivity

distribution can lie is thus 19 of the total 21.
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The SAL data were inverted, in exactly the same manner as the FTH
data, and the S-space co-ordinates and p-d profiles of the models
accepted at the 75% level (i.e. a minimum of 16 of the 19 intervals)
are illustrated in figures 6.9a and 6.9b. The resemblance between
figures 6.7b for FTH and 6.8b for SAL is striking, but perhaps not
surprising considering that the two data sets are congruent. The
maximum depth to the conducting zone is 13 km and the conducting zone
resistivity is in the range 35 fm < Py < 80 @m. The base of the zone
is at a depth of 33-80 km.

When the acceptance level is increased to 77% (i.e. 1T of the 19
intervals), the permitted models have a depth to the second interface,
i.e. the base of the conducting zone, of Lk < d, < 67 km. The resis-
tivity of the conducting zone is in the range 35 @m < pp < 70 Gm and
its top interface is at a depth less than 12 km.

The similarity of the permitted resistivity-depth profiles whose
responses match the FTH and SAL data lends considera;]-.: weight to the
argument that the rotated major results may, in certain circumstances,

be interpreted in a one-dimensional sense.

6.3.2 Southern Uplands results — BOR, NEW and PRE

The data are illustrated in figures 5.11a (BOR), 5.11b (NEW) and
5.11c (PRE). For reasons discussed in section 6.1, it is considered
that a one-dimensional treatment of these data is valid.

The inversion of the BOR data was discussed in section 6.2.4. To
recapitulate, for completeness, the conclusions of that section: the
parameters of a three-layer model, which has a base-layer resistivity
of 750 Qm and which is acceptable to the data, are contrained to the
following bounds; 300 @m < p, < 3000 fm, 24 km < h, < 42 km, 20 Om
< py < 90 Om, 1Okm«h2<5hkm,h6km<d2<'r'rkm, 10 8 < 8, < 160

and 800 S < S, < 2500 S.

2
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To test the validity of assuming that (i) a three-layer model, and
(ii) a base layer resistivity of 750 Om are both good approximations of
the true structure - or more correctly, the structure which can be
determined from the data - eight-layered models were examined. The
layer thicknesses, apart from the base layer, were held constant at
10 km each and the eight layer resistivities were permitted to vary
within physically realisable limits, i.e. 1 Om < Py < th fm. An
acceptance level of 75% (corresponding to a minimm of 14 of the 18
confidence limits) was employed and 10,000 models were randomly selected
from the 8-dimensional parameter space — or p-space. The p-d profiles
of the accepted models are illustrated in figure 6.10a. It is obvious
from figure 6.10a that the base layer resistivity must be in the range
LOO om < Py < 2000 m to setisfy the long period response. What is not
too obvious from the illustration is that there must be a low conducting
zone, of resistivity less than 100 0m, at scme depth in the range
20-50 km. This feature is obscure because models with highly improbable
p—d profiles were permitted. The only acceptance criteria employed
were that the theoretical response had to be within a certain minimum
number of confidence intervals. A profile 'smoothness' criterion was
not used in contrast to Backus-Gilbert inversion methods which seek the
smoothest profile possible that satisfies the data.

When the theoretical responses of the accepted models have to be
within all the apparent resistivity limits and at least 9 of the 11
phase intervals, the acceptable resistivity profiles are reduced to
those illustrated in figure 6.10b. From 6.10b, it is lfWCHt that a
3-layer approximation to the resistivity profile is acceptable. Also,
assuming a fixed base layer resistivity of 750 fim is valid considering

the smell range of permitted half-space resistivities,
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Because the 'rotated minor' resistivities appear well estimated,
it was thought worthwhile to invert these data also. Acceptable models,
constrained to be within all the amplitude intervals, are illustrated
in 6.11b. Those of the major data are shown in 6.1la. By comparing
6.11a with 6.11b, it is apparent that the minor data permit a greater
range of acceptable models than do the major data. This is a function
of the larger confidence intervals for the 'minor' apparent resistivities.
However, if the resistivity of the middle layer, i.e. the conducting
zone, is constrained to the bounds of the 'major' accepted models
(figure 6.11a), then approximately the same p-d profiles result.

For station NEW, there are 15 'well-estimated' impedances but the
phase of T of these will permit any conductivity model. Hence, there
are a total of 23 intervals which can be employed for the modelling
study. At the 80% level (& minimum of 17 of the 23 intervals), the
S-space locations and p-d profiles of the models illustrated in figures
6.12a and 6.12b are accepted. If the middle layer resistivity is greater
than 100 Qm, then its top interface can be as shallow as 10 km from the
surface. At the 20% level (20 intervals), p-d profiles shown in 6.13a
are acceptable. If it is valid to assume that the maximum possible
resistivity of the conducting zone is 90 0m, to concur with the BEOR
data inversion results, then the minimm depth to the tcp interface of
the zone is greater than 15 km and its base is at a maximum depth of
60 km. Constraining the models to be totally acceptable to the ampli-
tude response gave only 5 models acceptable of the 10,000 examined.

So few models are permissible because the resistivity confidence inter-
vals for the NEW data are very small. Hence, the contraints on
acceptable models are severe. Five models cannot possibly represent

the set of acceptable models in the k-dimensional model space.
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An eight-layer model test, of the same form as for HOR, gave the
p-d profiles illustrated in figure 6.13b, at the 90% acceptance level.
The profiles are qualitatively comparable with those for BOR (figures
6.10a and 6.10b) and the 3-layer approximation is considered valid.

Inverting the 'minor' data from NEW gives a conducting zone which
is closer to the surface. This is to be expected considering that the
short period major and minor data for NEW are digsimilar. The minor
data are considered not as well estimated as the major data and also
could be biased downward by noise on the magnetic field. Hence, the
inversion of the minor data was disregarded.

There are 17 intervals, 9 emplitude and 8 phase, which can be
applied to determine if the theoretical responce of & model is sccept-
able to the PRE data. In exactly the same manner as described for the
previous stations, the PRE results were inverted by the Monte-Carlo
procedure assuming a 3-layer model with a base layer of resistivity
750 Qm. At the 80% level (14 of the 17 intervals), :h-:se models with
S-space co-ordinates and p-d profiles illustrated in figures 6.l4a and
6.14b are acceptable. It is appcrent from figure 6.14b that a wide
variety of models give the required response. However, all have a top
layer of resistivity 250 Om < p; < 8700 #m underlain by a conducting
zone (11 Om < pp < 100 fm), with the interface between them in the depth
range 20 km < d; < 55 km. The base of the conducting zone is at a de.pth
of 38 km < d, < 78 km. When the acceptance level is increased to 89%

(15 of the 17 intervals) and then 94% (16), the models whose p-d profiles
are illustrated in figures 6.15a and 6.15b are permitted. The parameters
of the models given by figure 6.15b have the following bounds: 425 fm

< 4000 qm, 28 km < hy < 50 km, 17 fm < p, < 90 @m, U kn < b, < KO ku

The conductances of the two layers are in the

<pl

andhOl-un<d2468km.
rmgelos<51<1253md6308<82<20005.
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ThemimMiﬂiﬂtydﬁncmiummhrMh 90 fm
(at the 94% level) which is the same as for BOR. Hence, there is a

strong case for assuming that 90 Om will be the maximum resistivity of
the zone beneath NEW as well.

6.3.3 Northern England result - TOW
For the deta from TOW, the only location in Northern England at

which MT variations were recorded, there are 9 impedance estimates
giving 15 model acceptability constraints (3 of the phase intervals
span the range 0° = 90°), The data are illustrated in figure 5.12.

Three-layer models, with base layer resistivity of 750 m, which
give an acceptable response at the 75% level (within 11 of the 15
intervels) are illustrated in figures 6.16a, for the S-space co-ordinates,
and 6.16b, for the p-d profiles. At the 89% level (within 13 or more
intervals), those models shown by their p-d profiles in figure 6.17
are scceptable. It is apparent from the inversion thet the resistivity
of the top layer has negligible effect. It is possible to model the
observed response without requiring a resistive upper layer at all, as
indicated by figure 6.18, curves 1 and 2. However, the inversion of a
two-layer model yields the same result: that there is a highly conducting
layer, of resistivity 3 om < p < 11 @m, in the upper crust under TOW.
Conductivity variations at the base of the crust and in the upper mantle
are not resolved by the data.

It is possible that the highly conducting (10 Om) upper layer at
station TOW may 'screen' the effect of an underlying conductive layer.
Accordingly, an examination was undertaken to determine if the conduc-
tive zone beneath the Midland Valley and the Southern Hpianas oo

also be present under Northern England. For the inversion procedure,

the resistivities of the 3-layer model vere kept constant, at p, = 10 @m,
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Py = 50 fim and Ry = 750 fm, and the two-layer thicknesses, h1 and h,,
were permitted to vary randomly, The d-space co-ordinates of models,
acceptable at the 90% level, are shown in figure 6.19. One of the
accepted models is shown in figure 6.18, curve 3. It is apparent from
figure 6.18 that the data cannot discriminate between models 1, 2 and 3.
If the 50 Qm layer does underlie the 10 Om zone, then the model parameters
are constrained by: Py = 10 am, 8 xm < d; <13 km, p, = 50 @m, 28 km
<h2<h0 km m28m<a2<h0kn.

6.4 Geophysical and Geological Interpretation

6.4.1a Geophysical interpretation - qualitative

The difference betwsen the qualitative aspects of the MT data
recorded at the various locations were discussed in sections 5.3, 5.4
and 5.5. A preliminary qualitative interpretation of the regional form
of the results was presented by Jones and Hutton (1977). In that paper,

sl
the authors suggested that the MT responses might indicate that the
depth to the top of the resistive base layer was greater under the
Midland Valley and Northern England than under the Southern Uplands.

The short period GDS data display many features which were pre-
viously unknown. Figures 6.20a, b, c and d illustrate the magnitudes
and directions of the real and quadrature vectors at four periods -
three short periods (kO s, 70 s and 129 s) and one long period (1960 s
= 32.7 m). Note that in the usual menner both vectors have been reversed.
The vectors indicate that a very complex pattern of induction is present
in the region. Inclusion of the GDS array results, derived from non-
synoptic single event analyses of the GDS data by Dr. D. Rooney,
supports the results of the long period single station responses (see

Appendix). At a period of 2000 s (rigure Ala), the results sre fairly

consistent with those of Edwards et al. (1970). However, at the shorter
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periocds, e.g. TOO s, figure Alb, a much more complicated form of

induction response is apparent. The hypothetical event technigue
(Bailey et al., 19T4) has also been applied to the combined data set
(Button et al., 1977). The in-phase vertical field generated by a
regional NE/SW current flow at periods of 236 s and 1961 s are illus-
trated in figure A2. This particular polarisation induces current in
the strike direction of the regional geology.

A qualitative interpretation of the GDS results cannot be under—
taken in terms of induction in simple models. It is apparent from the
figures that the 'Eskdalemuir anomaly', proposed by Edwards et al.
(1971) cannot explain the observed responses. Much more complex

conductivity variations are required.

6.4.1b Geophysical interpretation — quantitative

Because two-dimensional modelling was not attempted, the gquanti-
tative interpretation is restricted to the results of _one—dimensional
inversion of the MT data. The models suggested by the Monte-Carlo
inversion procedure were discussed in section 6.3, A composite resis-
tivity section, on a line from FTH to TOW, showing the permitted ranges
of the parameters of the models, is illustrated in figure 6.21. These

ranges are given in table 6.1. In this section, the terms ‘crust' and

'mantle' are used in a loose marner to eid description of festures

above and below the arbitrary depth of 30 km.

It is epparent from table 6.1 that there must be a conducting zone,

of resistivity 35 — 60 Qm, underlying the Midland Valley at a depth no

greater than about 12 km. The zone must be at least 32 km thick and

it must extend to a depth of at least LY ¥m. Hence, this 2zone occupies

' r mantle'. Its base
all the 'lower cruct' and the top part of the 'uppe

is not well resolved by the data.



Figure 6.2

Resistivity cross-section from statiut .
FTH to station TOW.

The permitted ranges of the model par a o
for a three-layer model fit to the 'rota
major' data from the locations FTH,SAL B0
PRE NEN & TO are shown

The conductive zones are indi catnd-bj}'! '

The zone under TOM cannot be resolved i nd
is questionable.
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There is also a conducting zone underlying the Soutl Uplands,
vith a resistivity of 25 im < p < 90 @m. Under BOR and PRE, which lie
on a line of geological strike, this zone is at a depth e
28 km. Therefore, the crust under these sites is resistive and the
upper mantle conductive. There is some evidence that the zone -
become shﬂlmrtotmwmitntophtm is
permitted to be as close as 16 km to the surface under NEW. The
mimmperlitteddepthdmhﬂeﬂf-ﬂnmmmMOf
these stetions is of the order of 65 - 75 km.

Whether the conducting zone under the Midland Valley is due to
the same conditions that cause the low resistivities under the Southern
Uplands cannot be confirmed, or ctherwise, from this snalysis. However,
there is a high probability that the two are related because of their
similar resistivities.

There are many possible causes for low resistivity zones at lower
crustal/upper mantle depths. As stated in the introd-:tion (section
1.3), the suggestion most usually given for such a zone in the crust is
hydration processes, with or without associated partial melting. A
temperature of greater than 950 K is required to partially melt rocks
under water-saturated conditions in the crust. Hence, partial melting
at the crust-mantle interface generates a geothermal gradient in the
erust in excess of 20 K hn-]'. This would normally result in an above
average heat flow. Only ome heat flow measurement has been taken in
the area but which is suspect because it was taken down a mineshaft.

It is a wilue of 1.85 HFU (Osemeikhan and Everett, 1968), taken near
Glasgow, which is higher than the average continental value of 1.2 HFU,
However, the conducting zone is considered to be within 12 km of the
surface. If partial melting were responsible for the low resistivities

-1
at these shallow depths, & geothermal gradient of grester than %M
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would normally exist. Such a high gradient would usually generate hot

springs, as in Iceland. These however, are not observed. Hence, hydra-
tion processes are probably responsible for the conducting zone at
shallow depths under the Midland Valley.

It is possible that partial melting of the hydrated rocks could be
responsible for the observed low resistivities at upper mantle depths
under both the Midland Valley and the Southern Uplands. A partial melt
might also explain why Bamford and Prodehl (1977) did not observe clear
arrivals from the Moho when they analysed the LISPB seismic data for
the region (Bamford et al., 1976). Hovever, as stated by Duba (1976),
many conducting phases, about which little is known, may be possible
in the upper mantle.

The conducting zone under Northern England, as detected by the dsta
from TOW, is very different in character from that under the other )
stations. It is apparently in the upper crust and hala conductivity
which is an order of magnitude greater than the other conducting zone(s).
It is possible that this zone could tgereen' an underlying layer of
resistivity the same as that for the zones under the Midland Valley and
the Southern Uplands, i.e. 20 — 90 @m. This would provide continuity
of the same zone under these regions to the south to underlie Northern
England. However, this feature cannot be resolved by the data so its
assumption is unjustifisble. The most likely explanation for a highly
18 @ L) in the upper crust is electrolytic

conducting zone (o 0.

conduction in the water-saturated sediments which infill tbe Northumberland

Basin. This basin is known to extend to a greater depth than 3 km. The

1 i d also account for the
'graben-like' feature of the conducting basin coul

poredtainabl etic field polarisation in a NS orientation, as shown

by Reddy and Rankin (1972).
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It is obvious from table 6.1 that the limi analitative
interpretation of the MT data (Jones and Hutton, 1977), based on the
epparent resistivity data only, cannot be proven or otherwise. The
different responses, observed for amplitude and phase data recorded in
each of the three regions, are due to the top of the conducting zome
being closer to the surface, rather than its base being deeper, under
the Midland Valley than the Southern Uplands.

It is difficult to reconcile the data with the quantitative
interpretation of the MT data.

Many effects are exhibited by the GDS induction vectors which
cannot be explained by the generalised cross-section shown in figure
6.2.1. Work is in progress at this time (Hutton et al., 1977) to
combine the results from the two methods — MT and GDS.

An examination was made to discover if the data resolved any of
the olivine phase transformations discussed in section 1.3. The
longest period at which estimates of the impedance ;mﬂe were from
data recorded at NEW, Well-estimated resistivities and phases for
periods up to 2000 s were obtained from the NEW records. A three-layer
model, whose theoretical response is very close to the observed response,
is illustrated, together with its response and the data from NEW, in
figure 6.22 (model 1). The responses of three models, with their upper
layers as for model 1 but with a base layer of 1 fm at 400 km, 600 km
and 800 km, were calculated and were compared with the cbservational
éata. It is apparent from their responses, shown in figure 6.22 as
curves 1, 2 and 3, that the well-estimated dsta (those plotted with
cannot resolve the deep structure. However, if all the

asterisks)

estimates are considered, it appears that the SHESELEION $0 & high

conducting zone must be at some depth greater than 800 km. A conducting

zone at such depths satisfies both the amplitude and the phase long



229 aunbig

asuodsad MIN 403 S|3podl |e2133403YL

STATION NEW

APPARENT RESISTIVITY IN

PHASE

OHM METERS

1000

soof. h

700- "

75001

=" | P 5

100

10

o 199 1000 10600 100000
PERIOD IN SECONDS
ROTATED MAJOR

90

7s £ e

50_:5 ﬂ - /.g:

45 i T g {C/ =

sl — ,,l{ WAL ettt

e -

15 |

0 |

2 100 1000 10000 100000

PERIOD IN SECONDS

75001

b —

0.4

3

22K0 (7o
SOKM

mn‘ H

101

L — — 600K |-

%o

[SO0R) ook [FBRER ]

SOk, [~ — =

7500.m

1.1

ggﬁ:l““l



206

period responses. A gradational transition over 200 km, suggested as
the maximum transition width by Banks (1969) is also acceptable to the
observed response.

The source field is considered to be uniform for MT investigations
and thj: assumption prompted much discussion in the early years of the
use of\technique. As shown by Srivastava (1965), a source field of
finite wavelength will cause the response to appear as if there is a
layer of infinite conductivity, i.e. p= 0, at some depth beneath the
site. The interpreted depth of this fictitious superconducting layer
is a function of the source wavenumber. The larger the vavenumber, the
closer to the surface the zone appears. However, none of the MT results
presented in this work display decreasing asymptotes in the spparent
resistivity curves, or increasing asymptotes in the phase curves, at
long periods. Hence, it can be concluded that the uniform source field
approximation is valid in mid-latitudes for periods up | to Zl!!"L s and for
the type of data analysed, Thus, the possible non-uniformity of the
source field cannot be considered for the observations failing to

resolve the mantle conducting zones.

6.4.2 Geological interpretat ion
As discussed in section 6.1, there are inherent dsngers in making

even tentative geological inferences from the derived geophysicl models.
Howaver, it is useful to attempt to explain the data in terms of either

possible Earth structures or tectonic enviromment. Becsuse many factors

can give rise to low resistivity zones, the author vill restrict himself

to the latter approach rather than state the possible bulk composition

of the rocks.

The association of the tectonic histories of fastern Canada with

the Southern Uplands has been described by many geologists, and most
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recently by Phillips et al (1976). Accordingly, it is useful to
: ingly, it compare
the results of this study with those of Kurts and Garland (1976). As

discussed in section 1.3 (ﬂ'ﬂl" ¢ 1.5b), the ¥

station 10 was interpreted by Kurtz end Garland as iadicating a conduc—
ting crust (45 Om) underlain by a resistive upper mantle (5000 fim).
This interpretation is directly comparable to the sccepted models for
the structure beneath stations FIM and SAL (figure 6.21), which also
indicate a conducting crust underlain st upper mantle depths by a
resistive layer. The interpretation of station 1k (figure 1.5b) however
gave a resistive crust (1000 @m) underlain by a conducting upper mantle
(100 qm). This is also the interpretation of the structure benesth the
Southern Uplands, i.e. stations BOR, NEW and FRE.

Hence, the conductivity variations beneasth eastern Cansda can be
strongly correlated with those beneath the Midland Valley and the
Southern Uplands. If, on this basis, a parallel sm_?;ie development
of the two regions can be concluded, then there is strong foundation
for proposing that the Iapetus suture zone in Britain is now represented
by the Southern Uplands region. This conclusion is drawn because
station 14 of Kurtz and Garland lies directly on the line of continu-
ation of the Reach Bay fault in Newfoundlsnd. This fault has recently
been shown to be the manifestation of the Iapetus suture in Newfoundland
(McKerrow and Cocks, 1977). The natural parallel conclusion that the

Iapetus suture zone is represented by the Southern Uplands is contrary

%o the postulate of Phillips et al. that it is in the region of the

Northumberlend Basin.

6.5 Conclusions

« The result
A number of cmﬂumwummmm

- 1 ' gnomaly’ is not the
of paramount importance is that the Eskdalemuir
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simple conductivity structure proposed by Bdwards et al. (1971). The

existence of much more complex conductivity variations is shown by both
the GDS and the NT results.

2.  Under the Midland Valley, there is a conducting zone at a depth of
no greater than 12 km, The whole of the lower crust, and possibly part
of the upper mantle, under stations FTH and SAL is of low resistivity
(35 im < p < 60 Qm).

3. In contradiction to the conclusions of Jain and Wilson (1967), the
conducting zone underlying the Southern Uplands is at a depth greater
than 24 km. Hence, this zone is in the 'upper mantle' and not in the
'lower crust' as was previously conjectured. There is some evidence
that the top interface of the zone might become closer to the surface
to the south-east, i.e. under NEW. The permitted resistivity of the
zone is in the range 25 - 90 fim, which is comparable to the permitted
resistivity of the zone under FTH and SAL. Whether th_: two are due to
the same dominant conducting mechanisms cannot be evaluated from this
study, but their similar resistivities give some weight to such a
supposition.

The most likely explanstion for the zones are hydration processes
in the crust and upper mantle, with possibly associsted partial melting
at upper mantle depths. These effects must not be exclusively assumed
however, because many other conducting phases could give low resistivity
in the upper mantle (Duba, 1977) and metamorphic rocks, such as graphitic
zones in the crust. The latter was

schists, could give low resistivity

postulated by Alsbi et al. (1975) to explain the North American Central

at the crust-mantle

boundary could explain the
1.9) from seismic evidence (Bamford and Prodenl, 1977).
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L. Underlorthmm_th“h‘.mm et
(0.1 < 0 < 0.35 53-1)deuhﬂm surface. This sope is
probably due to the conducting sediments which fill the Northumberland
Bagin., The conducting processes will be dominated by electrolytic
conduction in the pore fluid, as given by Archie's Law ('“mm 1.2).
For rocks of conductivity 0.1 8 m >, and probable pore water conduc-
tivity of 1 Sm * (Keller, 1966), the required nuu;\m- 0.1, for
m =1, to 0.3, for m = 2, This porosity range is scceptable for most
limestone and sandstone formations (Keller, 1966). The rocks of the
Silurian, Ordovician and Carboniferous systems, which fill the Northum-
berland Basin, contain vast thicknesses of sandstone (or greywacke)
and limestone sediments (Eastwood, 1953). This conducting zone may
‘screen' an underlying layer which is the southward comtinustion of
the zone beneath the Midland Valley and the Southern Uplands. However,
this feature cannot be resolved by the data. e |
5. A comparison can be made between the conductivity structure beneath
eastern Canada, postulated from MT observations by Kurtz and Garland
(1976), and the structure derived in this work (figure 6.21). This
comparison supports the view that there vas parallel tectonic develop-
ment of the two regions. This suggests that the lspetus suture ione
in Britain is represented by the Southern Uplands.
6. 1In this work, the complementary nature of the DS aad MT techniques
has been shown. However, the ODS technique mapped the regicn of
‘anomalous' current flow caused by the conductivity structere. The
strength of the MT method, in deriving quantitative conductivity

profiles, has been proven. Without the MT cbservations, very different
»

models and conclusions would bave been renched.

T. The Worawmmmwummmw-m in

the modelling studies. It is possible to satisfy the amplitude data
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alone without a conducting layer (figure 6.23) but the phiass respones
for such a model is totally unacceptable. The phase sives
better resolution of the surface structure, as shown by Summers (1976)
and by section 6,2.4,

8. At the highest frequencies of this study (107 - 107% &), it is
not possible to resolve the surface structure if there are resistive
strata close to the surface. The conducting sediments in the Midland
Valley are indicated by the short period induction vectors but the
thickness of the sediments could not be determined by the MT data.

If the upper layers are very conducting, as at TOW, the underlying
successions are difficult to resolve.

9. The 1ongperioanm(m3.--1o" s) do not indicate thc depth to
the conducting transition in the upper mantle. There is a suggestion
(section 6.4.1b) that the 1 8 -1 layer must be at a depth greater
than 800 km. However, this is in contradiction to the results of the
majority of global geomagnetic studies (see Price, 1;!:; Banks, 1972;
Rikitake, 1973) and hence must be treated with some caution.

10. The response of the MT data at long periods indicstes that the
source field approximation is valid in mid-latitudes and for the type
of activity examined.

11. It has been shown possible to extract information without resorting
to 2-dimensional modelling of the data. The rotated major date from
sites located sufficiently distent from lateral Jiitgeuaisies con be
irterpreted in a one-dimensional sense and valid conductivity-depth
disiributions will result. However, it is extremely RSt 50 éhnoes

such data with care, It is not mesningful to interpret the data from

all locations but only thess data vhich are consi
or stations in the same region - and vhich appear

stent with their neigh-

bouring stations =

reliable,
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12. 'The Monte-Carlo inversion procedure has been shown to give informa-
tion regarding the uniqueness of acceptable models. However, it is only
fessi ble if the number of variables is small, Press (1968) found only
six acceptable models, from the 5,000,000 randomly selected, when
attempting to invert seismic data with 23 variable parameters, This

was criticised by Haddon and Bullen (1969), who consider that Press
under-constrained the problem.

13. The frequency-time analysis, proposed in section 4.3.T, gave
information at short periods which was not realised by the usual analysis
techniques. Such informstion could only othervise have been attained

by employing digital filters.

6.6 Suggestions for Further Work

There are various suggestions which can be made conceraing the
direction in which study of the region could proceed. These are listed
below in an edvised order of importance. ==
1. A fuller MT investigation, using the present equipment, should be
carried out in the Midland Valley snd Northern England to corrchorate,
or otherwise, the conclusions of this vork. The sites, st vhich the
variations are to be measured, should be chosen with utmost care and
as much hign frequency activity es possible should be recorded, Great
effort should be taken to ensure that reliable phase information will

be obtained.

2. A d.c. resistivity survey and/or an Audio Magneto~Telluric survey

(AMT ﬁequembmdlﬁ-”‘ﬂl)ﬂmlﬂbemmm in the region

The resistivity of these layers
models acceptable to

to delineate the upper crustal layers.
the
could then be employed to constrain further

the observed MT responses.

3. The MT results presented in
Backus-Gilbert, or closely-related, IIVETSEON




layers should be modelled. As pointed out by Parker (1970), with the
Monte~Carlo procedure "it is difficult o be sure that an aa

search has been carried out and, more importantly, very little under-
standing is gained of the fundamental problems®,

k.  More sections of the data cbtained for this study should be analysed.
This would lead to smaller confidence intervals and bence more well-
defined conductivity profiles.

5. Two-dimensional modelling of the data should be undertaken to
examine the GDS responses for various models. Only the gross festures
of the data should be modelled as the finer details do not warrant the
prohibitively high computing costs of running the prograss.

6. Heat-flow measurements should be tndertaken to determine if there
is a high heat flow in the region, as suggested by tﬂm
taken (Osemeikhen and Everett, 1967). High hest flow might be expected
in the Midland Valley if the conducting sone is partly due to partial

melting of the rocks.
It is the opinimotmmmmmmﬁ-mw

sophistication. It

: requirement, are too severe.
particularly the minimum power level . ,
_ err on the side of caution.
However, the author considered it better to
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The preliminary analysis of the GDS array data is described in
gection 4.2 and the results are presented in section 5.1. A full
analysis was not undertaken by the author because the main diectiye
of the research was the application of the MT technigue.

The data processing of further events from the array records hes
been continued by Dr. Rosemary Hutton and Dr. Dennis Rooney. The
advantages of analysing variations recorded simultaneously at an array
of magnetometers are apparent from many papers published on the subject.
However, intermittent recordiu‘ by & few instruments made this objec-
tive difficult. It was decided that more information could be gained
by treating the data in a non-synoptic manner. Accordingly, record
sections were chosen and mnalysed in the same way as for single-station
data. _

The in-phase induction vectors determined at periods of 750 s and
2000 s by this analysis are illustrated in figures Al.la and Al.1b.

The real vectors from the MI stations are also included in the figure.
The results from the two studies sppear to be in agreement. A very
complex pattern of induction which vas previously unknown is shown by
the vectors. :

The derived GDS response functions have also been analysed employ~
ing the Hypothetical Event Technigue of Bailey et al. (197h). The
in-phase vertical fields genersted by & regional NE/6W current flov
&t periods of 236 s and 1960 s are illustrated in figures Al.2a and
Al,.2v,

A tentative interpretation of these results has been 7 e

recently by Hutton et al. (1977).




Figure Al.1

; 1
In-phase induction vectors for array and

single-station data at
(a) 750s & (b) 2000s




. I
. 22 L
T=1961s 4
= ‘L ‘\
= g . :1
,
+2
4 2V <
+.
-1
13 -
- ; y »*
+1 *3 p
n g »
- i :“

(b)

Figure A1.2 Hypothetical Event Analysis: in-phase vertical field
generated by 23 regional NE/SW current flow at
(a) 2%s &  (b) 1961



215

REFERBNCES
Papers given at various conferences are j
indicated as follows:~

gdinburgh: First Workshop on Electramsgnetic Inauet Eart.
held in Edinburgh, Scotlang, 20-271 hﬁ&igﬂ;‘? .

Ottawa: Second Workshop on
held in Ottawva, Mﬂ“‘w ic Induction in theBarth,

August 197k,
Grenoble: 16th General As
25 August - 6 m&h;.nm. held in Gremoble, Prance,

Sopron: Third Works on Electromagnet
held in 503, Hungary, 4-10 ‘,:;,w in the Eartn,

Abramovici, F., 1974. The forwara MT :
anisotropic structure, Wiﬂnm.m an inhoamogeneous and

Adam, A., 197k. Geotektonische Interpretation der

- : elektromagnetiechen
Tiefsondierungen im Karpaten-Becken, Acta. Geol. Acad. Hung
lg’ 26?“277. &L P

Adam, A., 1976. Geoelectric and Geothermal Studies KAPG Geophysical
Monograph. Akadémiai Kiadd, Budapest. E

| —
Adem, A. and Vero, J., 1970. Das Elektrische Modell des Oberan
Erdmantels Im Karpatenbecken. Acta. Geod. Geoph, et Mont., 5,
9=-20.

Agger, H.E. and Cerpenter, E.W., 196k. A crustal study in the vicinity

of Eskdalemuir seismological array station. Geophys. J. B. estr,
Soc., 9, 69.

Airy, G.B., 1868. Comparison of megnetic disturbances recorded by the
self-registering magnetometers at the Royal Observatory, Greeswich
vith magnetic disturbances deduced from the corresponding terres-
trial galvanic currents recorded by the self-registerisg galvencmeter
of the Royal Observatory. Phil. Trans. Roy, Soc., 158, k65

Akaike, H., 1967. Some problems in the application of the cross-spectral
method, in Advanced Seminar on Spectral Analysis of Time Series,
ed. Bernard Harris, John Wiley & Sons Itd., pp 81-107.

Alabi, A.0., 197k. A study of the North Americas Cestral Flains
conductivity anomaly, Fh.D. Thesis, University of Alberts.

Alabi, A.0., Camfield, P.A. and Gough, D.I., 1975. ,"".' morth ::feu
Central Plains conductivity anomaly, Geophys. J. K. setr. ’

L3, 815-834,

Lo~
* Mlbouy, Y., Godivier, R. and Perichon, P., 1971. le Hoadage Magne

tellurique, 0.R.S.T.0.M., Paris.



-

216

Aldrich, T., Casaverde, M, Banni
Electrical Conduct.ivif:,. St ’F:";;‘-B. and Beach, L., 1975.
Central Chile, Carnegie M'ﬁ’. ‘ _South America-Argenting..

Anderson, D.L., 1967. Phase changes }
1165-1173. i the upper mantle, Science, 157,

Anderssen, R.So. 1970- PU:PQ m. Geqplvn w 233-259
»y ——t -

Anderssen, R.S5., 1975. On the $m %

induction data, Phys. Barth Planet. Tgte on CLeCtromagnetic
i =» 10, 292 298,

Anderssen, R.S., Worthington, M.H. ang Cleary, J.8 i
i » - “ » widy lm- mt’

modelling by Monte-Carlo inversion - hthodnl' ogy, Geophys
J. R. astr. Soc., 29, hA33-dkh. : "

Archie, 1942. The electrical resistivi i
some reservoir characteristics, A.;’.u‘}:? ;:::M!bzn wm

Backus, G. and Gilbert, F. 1967. fcal
for geoptysical iiverse provlens, Geophya: ds A aein. orere ™
13, 247-276. » Soe.

Backus, G. and Gilbert, F,, 1968, The resolving pover of gross Earth
data, Geophys. & R. astr. Soc., 16, 169-205, v

Backus, G. and Gilbert, F., 1970. Uniqueness in the inversion of
inaccurate gross Earth data, Phil. Trans. R. Boe., A266, 123-192,

Bailey, R.C., 1970. Inversion of the geomagnetic industion problem,
Proc. R. Soc., 315, 185-194,

Bailey, R.C., 1973. Global geomagnetic sounding - methods and results,
Phys. Earth Plcnet. Imt., 7, 234-24%,

Bailey, R.C. and Edwards, R.N., 1976. The effect of source field
polarisation on gecmagnetic ancmalies in the British Isles,
Gcophys. > S . = astr, m.. -!2, 97"10‘.

Bailey, R.C., Edwards, R.N., Garland, G.D., Kurtz, R. and Pitcher, D.N.,
19Th. Electrical conductivity studies over a mieuﬁsnctin
area in Eastern Canada. J. Geomsg. Geoelectr., 26, 125-146.

Bamford, D., 1977. Deep structure of the Southern Uplands and adjacent
areas from the 1000 km seismic refraction line experiment (LISPR),

contributed paper: 8.U. Workshop, Edinburgh.

Bamford, D., Faber, S,, Jacob, B., Kaminski, W., Numn, K., Prodenl, C.,
Fut;hs, K., King, 1’3 and ’ﬁ.umr?, P., 1976. A thuph?"u:::ic
profile in Britain. I - Preliminary results, Geophys. J. R. r.
SOC., .lﬂ" 1"‘5"]-&.

Bamford, D. and Prodehl, C., 1977. w'd Soc l.m th;n press.
continental crust-mantle boundary, J1. g - o'y

Banks, R.J., 1969. Geomagnetic variaticns and : e:l.;z:r:;;l cu.:ductivity
of the upper mantle, Geophys. J. R. astr. . -L87



-

217

Banks, R.J., 1972. The overall conducti

J. Geomag. Geoelectr., 2k, gﬂ-asllﬁt, distribution of the Earth,
Banks, R.J., 1973. Data Processing s

deep sounding, Phys. Earth Plnn:tn? ;::muim in geomagnetic

ms R.ds > 1975- Cmplex Mﬂl'!“'
estimation of transfer fﬁnctim:m M.Mic data and the

Environmental Sciences, University of .::P:‘f-a :ert. of
, » elhe

Banks, R.J. and Ottey, P., 197k, Geonagnet i deep sounding
around the Kenya’Rir‘; Valley, Geophys., ;. R astr .

321-335. « Soc., 36,
Barsczus, H.G., 1970. Sondages Geoma gneti
Ost;om. gaes mwin. Paris:

Bartlett, M.S., 1948. Smoothing 3 froe
contt.inuous spectra, Nature, 161, 6 2 time series vitn

Bartlett, M.S., 1950. Periodogram anslyses and inuous spect
Biometrika, 37, 1-16. i E

Batschelet, E., 1965. Statistical methods for the analysis of probless

in enimal orientation and certain biological rhythms, Amer. Inst.
Biol. Sci., Washington, D.C. ¥

Batschelet, E., 1971. Recent statistical methods for orientation data
in Animal Orientation, mﬁ: 1970 on Wallops Island. Amer.

Tnst. Biol. Sciences, ——

Beblo, M., 1976. Electricul conductivity in the geothermal ancmaly of
the Urach Volcanic Area, S.W. Germany. Sopron.

Behannon, K.W. and Ness, N.F., 1966. The desig: of numerical filters
for geomagnetic data analysis, N.A.S.A. Technical Note D 3341,
Ju-ly‘

Bendat, J.S. and Piersol, A.G., 1971. Random Data: Analysis and
Measurement Procedures: Wiley-Interscience, New York.

Benignus, V.A., 1969. Estimation of the coherence spectrum and its
confidence interval using the Fast Fourier Transform, I.E.E.E,
Trans. Audio Electroacoustics, AU-17, 145-150.

Bentley, C.R., 1973. Error estimstion in two-dimensional segnetotelluric
analysis. Phys. Earth Planet, Int., T, ¥23.

variastions
Beailey, C.R., 197h. Magnetotelluric evidence for lsteral
of crustal structure along the mergin of the Canadiss shield,
contributed paper: Ottawa.

Berdichevsky, M.N., 1960. Principles of uplto-:’:ll\lrin profiling
theory, Applied Geophys., (Prikl, Geofis.), Z8.

Lluri
Berdichevsky, M.N., 1963. Linear rehtiuﬂlr ; the magnetotelluric
field, Applied Geophys., (Prikl. Geotiz.), 38.



218

perdichevsky, M.N., Bezruk, I.A. and Chinareva, o.M 1973
» Vel -

telluric sounding using mathematioal £i1

Magneto-
76.

ters, IZV, Barth Physics,

Berdichevsky, M.N., Borisova, V.P.. Bubnov
1.S. and Yakovlev, I.A., 1969, s V.P., Venyan, L.L. Feldman,

electroconductivity in Yakutiya, Fisﬁl.m .10 .:32&9
n AU, .
perdichevsky, M.N., Safonov, A.S,, Bubnoy Sysoev
Chernyaveky, G.A. and Chinareva, n-l:.'i;'s. a....ie.'f'ﬁ' ssal
magnetotelluric soundings in Siberia on the data of q‘u& and
phase curves interpretation, Voprosy Geofiziki.
nerdichevskyé M.N., Vanyan, L.L., Feldman, I.S. and Porstendorfer, G
1972. onducting layers in the Earth's erust upper m. .
Gerlands Beitr. Geophysik, Leipzig, 8, 187-1; E
Berktold, A, Bennet, D.J., Angenheister, G., Dzievonski. A.. Gouin
Heak, V. snd Porath, He J9Th: e disteibudon of e slacticsl

conductivity in eastern Ethiopia (A far 4 AR aiid e
contributed paper: Ottawa. wain »

Binghem, C., Godfrey, M.D. and Tukey, J.W., 1967. Modern techniques

for pover spectrum estimation, I.E.E.E. Trans. Audic Electroscoust.,
AU-15, 56-66.

Birch, F., 1952. Elasticity and constitution of the Earth's interior,
J. Geophys. Res., 57, 227-286.

Birch, F., 1970. Density and composition of the : first

approximation as an olivine layer, in The Earth's and Upper
Mantle, AGU Monograph 13.

Biswas, N.N. and Knopoff, L., 197h. The structure of the upper mantle
under the United States from the dispersion of Rayleigh wavae,
Geophys. J. R. astr, Soec., 36, 515-539.

Blackman, R.B. and Tukey, J.W., 1958. The measuremcct of power spectra.
Dover Publications Inc., New York.

B.M.D., 1970. Biomedical Computer Programs, ed. W.J. Dixon. University
of California Publications in Automatic Computation No. 2.

Born, J. and Wolf, E., 196k, Principles of Optics. The Macmillan
Company, New York.

Bostick, F.X. and Smith, H.W., 1962. Investigatios of lsres B
inhomogeneities in the Parth by the magnetotelluric method, Proc
Inst. Raedio Engineers, 30, 2339-2346.

the Irish
Bowden, K.F. and Hughes, P., 1961. The ﬂm:ofuur th:: o 265-291.
Sea and its relaticn to wind, Geophys. <. ¥« astr

1“5 The effect of preasure
Brace, W.F¥., Orange, A.S. and Msdden, T.R., e grystalline rocks,
on the electrical resistivity of vater satursted

J. Geophys. Res., 70,



pradley, R.S., Jamil, AKX, ana Munro, D.c., 196,

conductivity of olivine gt m elactyi
Cosmochim. Acta., .2_3_’ 1669—1573. “m. Setehti.

Brevitt-Taylor, C.R. and Ume;-' J.7. 1976, oq :
solution of two-dimensional fmguces . . the finite difference
astr. Soc., 4T, 375-396, induction Problems, Geophys. J. R.

Briden, J.C., Morris, W.A, and Piper, J.
studies in the British Ca) per, J.D.A., 1973,

implications, Geophys. J. R, ssty. ;o:". iﬁm and global

Burdick, L. and Anderson, D.L. 1975.
profiles in the m;lg, 7 wmh of veloeity

Burg, J.P., 1967- Maximum mrvw spectral “'1:"“3

at 37th Annual Int. 8.E.G. Meeting Oklahoma, ﬂa.’g” presented

Burg, J.P., 1968. A new analysis techni for ¢ series data: paper
presented at N.A,T.0, Mmced.stuﬂ;mlnatitn::.u ﬂ::n.l )
Processing. '

Burg, J.P., 1970. New concepts in power spectra estimstion: peper

presented at LOth Annual Internstional 8.%.0. Meeting, New Orleans
Louisiana, November 11, 1970. ;

Burg, J.P., 1972. The relationship between maximum entropy spectra and
maximum likelihood spectra. Geophysies, 37, 375-

Burg, J.P., 1973. Recommendations concerning mavimum-efitropy spestral

estimation: private cireulation.

Burton, P.W., 1977. Inversions of high frequency n,"ltﬂ. Geophys.

J. R. astr. Soc., 48, 29-51.

Cegniard, L., 1553. Basic theory of the magnetotelluric method of
geophysical prospecting, Geophys., 18, 605-635.

Camfield, P.A., 1976. Magnetometer array in a tectonically-sctive
region of Quebec, Canada: Preliminary results: paper presented

Sopron.

Camfield, P.A., Gough, D.I. and Forath, H., 1971, Magnetcmeter array
atuc;ies in the n;rthwa-tm United States and Southwestern Canada,

Geophys. J. R. astr, Boc., 22, 201-222.

A

Caner, B., Camfield, P.A., Andersen, F. and Hiblett, E.R., 1569.
large-scale magnetotelluric survey in Western Canads, Can. J.
Earth. Sci., 6, 5.

and
Caner, B. and Cannon, W.H., 1965. GCeomagnetic
correlation with other geophysical data in western North America,

Nature, 27, 927-928.
. 4 ic depth-
Caner, B., Cannon, W.H. and Livingstone, C.E., SENIS L femmagastic Sapt

; in the Cordillera region of
sounding and upper mantle structurs .
vestern North America, J. Geophys. Fes., 12, 6335-6351



220

gantwell, T., 1?60- Detection and s
telluric signals, Ph.D. m'hmm'“ nfhu frequency megneto-
Cambridge, Massachusetts, G - Geology & Geophysics, M.I.T.

Capon, Jay 1969. High-reiolution .
Proc. I.E.E.E., 57, 1408-118. spectral analysis,

Partial melting
conductivity anomalies in : i
2lk, 89-90. the upper matle, Nature Physical Sci.,

Channon, M.J. and Orr, D., 1970. Planet. Space Sei » 18, 229
. - _' -

Chapman, S., 1919. The solar and lunar diurnal varistion Earth’'
magnetism, Phil. Trans. Roy. Soc. Lond., Ser. A, m:{-m. e

Chapman, S. and Bartels, J., 1950, Geomagnetism, < o
Press, lLondans ’ Oxford University

Chapman, S. and Price, A.T., 1930, The elect d magn
the interior of \Eho ot;-th as inferred ﬁgcm&imzcor
variations, Phil. Trans. Roy, Soc. Lond. Ser. A, 229, LZ7-460.

Chen, W.Y. and Stegen, G.R., 1974. Experiments with maximum entropy
pover spectra of sinusoids, J. Geophys. Res,, 79, 20, 3019-3022.

Church, W.R. and Geyer, R.A., 1973. The Ballantrae ophiolite, Geol.
Hﬂs-, io_’ 59?‘510.

Cochrane, N.A. end Hyndman, R.D., 1970. A nev annlysis of geomagnetic
depth-sounding dats from western Canada, Can. J. Earth, Sei., 7,
1208-1218.

Cochrane, N.A. and Hyndman, R.D., 157h. Magnetotelluric and magneto-
variastional studies in Atlantic Canada, Geophys. J. R. astr. Soec.,
39, 385-406.

Coggon, J.H., 1971. Electromsgnetic and electrical modeling by the
finite element method, Geophysies, 36, 132-155.

Collette, B.J., Lagaay, R.A., Ritsema, A.R. and Schouten, J.A., 1970.
Seismic investigations in the North Sea, 3 to T, Geophys. J. R.

astr. Soe., 19, 183-200.

Cooley, J.W. and Tukey, J.W., 1965. An algorithm for the mechine k.
calculation of ca;mlu fourier series, Math. Cosput., 19, 2971-301.

Colquhoun, D., 1971. Lectures on Biostatistics, Clarendon Press,
Oxford.

Courtillot, V. and LeMouel, J.L., 1975. On the u:: g:'id w;fuﬁm
of the esrth's magnetie field (from 2 months years):

paper presented at 16th General of 1UGG, Grenoble,
25 August — 6 September 1975.



221

Cox, C.S5., Filloux, J.H. and Larsen. J. X
" of ocean currents and utctrie;l.r C., 1971, Electromagnetic studies

in The Sea, ed. A.E. Maxwell , hﬁj‘ﬂ&tivit, below the ocean floor,
Currie, R.G., 1966. The geomagneti ]
Geophys. Res., 71, k579-4508. ¢ spectrum b0 days - 5.5 years, J.

padunashvily, H.S., Gegunava, G.E. Lo
Rokityansky, I.I., 3hun;n, yj_’ gvinov, I.M., Mtnnm. D.A.,

1976. Induction studies in the m. B.M. and Vanyen, L.L.,

paniel, P.J., 1946, Discussion or 3 )
time series, Supplement to J, w um ﬂlm?ut-.:oﬁunim in
“3y U, M.
D'Erceville, I. and Kunetz, E., 1962. The
esrth's natural elect;m;uﬁc ﬁm.mw“ .-gtsgz-s%

Devey, J.F., 19Tk, The geology of the southern terminati the
Caledonides, in The Ocean Basins and Margins, Vol, aul'.;!x:flbrth
Atlantic. Plenum Press, New York and London.

vixon, W.J., 1971. B.M.D. - Biomedical Computer Programs, Universi
of California Publications in Automatic Couputation io. 2. wd
University of California Press, Berkeley, California.

L]
Dowling, F.L., 1970. Magnetotelluric measurements mcross the Wisconsin
arch, J. Geophys. Res., 75, No. 1k, 2683-2698.

Dragert, H., 197h. A field evaluation of Caner’s broad band geomsgnetic
induction instrument, J. Geophys. Res., 40, 121-389.

Duba, A., 1976. Are laboratory electrical conductivity data relevant
to the earth? Review paper presented Sopron,

Duba, A., Heard, H.C. and Schock, R.H., 197k. Electrical conductivity
of olivine at high pressure and under controlled oxygen fugscity,
J. Geophys. Res.. 79, 1667-1673.

Duba, A. and Lilley, F.E.M., 1972. Effect of sn ocean ridge model on
geomagnetic variations, J. Geophys. Res., 77, T100-7105.

Duba, A. and Nicholls, I.A., 1973. The mnmce of oxidation state
’on the electrical conductivity of olivine, Barth. Planet. Sci.
Lett., 18, 59-64,

- ; . Attempt
Dubrovskiy, V.G., Nikolayeva, L.S. and Firsova, v.E., 1970
to use Sq varuations for deep magnetotelluric sounding work in
Turimenia, lzv. Earth Phys., 11, 82-85.

Dulaney, E.N. and Madden, T.R., 1962. Analogue mmmem e:lr:n—
lations of two-dimensional -peto—tellnﬂd response curves
S.E.G. Yearbook, p 265 (Abstract)

jvity model of certain

Dyck, A.V. and Garland, G.D., 1969. A conduct SEREA
features of the Alert anomaly in geomsgnetic variaticns,
Earth. Sci., 6, 513-516.



222

gastwood, T., 1953. Northern England. 2 .
3rd ed. Her Majesty's Stationery og::nh Regional Geology handbook,

Edwards, R.N. and Greenhouse, J.p

eastern U.S.: evidence for a highly con;m' etic variations in the
Science, 188, T726-728. s

Enochson, L.D. and Goodman, N.R 1965. Gaussi :
0 - g . . sian
distribution of sample cohe::-ence, A.F.F.D.L. T.R 65-5T Air Force

Flight Dynanmics Leb., Wright-Patterson A.F.B,, Ohio, Februsry
Everett, J.E. and Hyndman, R.D., 1967a o -
i P + Geomagnetic varietions and
electrical conductivity structure in S.W.
Planet. Int., 1, 243k, Australia, Phys. Earth.

Everett, J.E. and Hyndman, R.D., 1967b. M s i _
in South-Western Australia, Phys. Barth, Planet, Intfu.l':st;:?m

Febrer, J., Demicheli, J., Garcia, E. and Fournier. H. 6. Magneto-
telluric sounding in Pilar -‘Cardo'ba., Argent.i.t.n: 'pﬂr presented
Sopron.

Fitton, J.G. and Hughes, D.J., 1970. Volcanism and plate tectonics in
the British Ordovician, Earth. Plan. Sci. Lett., 8, 223-228.

—

Floyd, J., 1976. Recent work in the Southern Uplands. Seminar presented

at Grant Institute of Geology, King's Buildings, University of
Edinburgh on T December 1976.

Fougere, P.F., Zawalick, E.J. and Radoski, M.R., 1975. Epontaneocus

line splitting in maximum entropy power spectrum snalysis: paper
presented Grenoble.

Fournier, H.G., 1966. Essai d'un historique des counsissances magneto-
telluriquer, Note 17, Institut de Physique du Globe, Universite
de Paris.

Fournier, H.G., Adam, A., DeMiguel, L. and Sanclement, G., 1971.
Acta. Geoéaet. Geophys. Montanist. Acad. Sei. Hung., 6, k50-AT7,

Fournier, H., Babour, K., Dupis, A. and Clerc, G., 197k, mimiu
possible entre les lignes geostructurales et les directions

tensorielles magnetotelluriques d'interpretation dans le Basain
de Paris: paper presented Ottawa.

Fournier, H. and Rossignol, J.C., 1?7"- A Wwiﬁm'lutim
in Nozay-en-Dunois (Eure-et-loir, France): n""ls .;3-18.
and critical study, Phys. Eerth, Plaset. Int., T,

: jon analysis
Fowler, R.A., Kotick, B.J. and Elliot, R.D., m.iep:‘:duts:im-,,
of natural and artificially induced geomegnet ropul
J. Geophys. Res., 72, 2871.



Misn""ni H., 1968, Tm =4
layer within the emh..m and discontinuitieg

olivine-spinel transition i geophysical application of the
Res., 73, 3281-3294, 5 She ¥g 810, ~Fesio

Garland, G.D. and Ward, J. 1965,
. Toeland, Nature, én ‘259-270.&@“& variation messurements in

Garson, M.S. and Plant, J., 1973, Alpine type wlf e

episodic mountain bui
Sci., 2b2, 34-38, lding in the Scottish Highlands, Rature Fhys.

Gentleman, W.M. and Sande, G., 1966. Fast Fourier t ¢  I——

and profit, Proceedings of the Fall Joint Computer Conference
8an Francisco, 563-578. S 4

Gough, D.I., 1973. The geophysical signifi -
ation anomalies, Phys. Earth. Pla.;.;it. w: g 31’9-;&. e

Gough, D.I., McElhinny, M.W. and Lilley, F.E.M. 1974, A magnetometer
a:raysstudy in southers Australia, Gecw-: J. R. astr. Scec., 36,
345-362.

Gough, D.I. and Reitzel, 1967. A portables 3-compoment magnetic vario-
meter, J. Geomag. & Geoelectr., 19, 203.

Grant, A.L., 1972. The continental margin off Labrades and Eastern
Newfoundland - morphology and geology, Can. J, Earth. Bei., 9,

Grant, F.S. and West, G.F., 1965. Interpretation theory in spplied
geophysics. MeGraw-Hill New York.

Green, C.A., 1975. An induction study at mic periods in the
British Isles, Geophys. J. R. astr. Soc., 40, 225,

Green, D.H., 1973. Experimental melting studies on a model of upper
mantle composition at high pressure under water saturated and
water under-saturated conditions, Earth. Planet. Sci. Lett., 19,
3T=53u

Greenberg, R.J. and Brace, W.F., 1969. Archie's law for rocks modelled
by simple networks, J. Geophys. Res., Th, 2099-2102,

Greenfield, R.J. and Turnbull, L.S., 1970. MW of
magneto—tellwric data, E.0.S. Trans. A.G.U., 31, -

Greig, D.C., 1971. The South of Scotland. British Regional Geology
1 Handbook — 3rd edition. Her Majesty's Staticnery Office.

i i elluric tensor
Grillot, L.R. s 1975. Calculation of‘tha magnetot r &
imI,Jedance: Analysis of band limited MT signal pairs, Geophys.,

Lo, 790-797.

Ren~
Goodman, N.R., 1965, Measurement of Matrix Prequency ke

Punctions,
Functions and Multiple Coherence . Fright-
APFDL TR 22-23. Air Porce Flight Dynamics Lab.,Frigh

Patterson AFB, Ohio, February 1965.



gunn, P.J., 1973. Location of the

fask, V., 1972. Magnetotelluric method:

functions in areas with lateral i :
Zeitschrift fur Geophysik, 38, 5;:10::’“ of electrical conductivity,

Haak, V., 1976. Interpretation of magnetotelluric data from the Afar—

depression in Ethiopia, in partic
periods: paper p“nm;d Bosscar ular of variations at long

Haak, V. and Reitmayr, G., 1974, The adistri electrical
tivity in the ah;mé-m ares as dmt;tmm -ndr“h—
magnetotelluric methods, in Approaches to Taphrogenesis 366~
369, ed. J.H. Illies and K. Fuchs. Schweizerbart, P

Baddon, R.A.W. and Bullen, K.E,, 1969. An Earth model incorporat
free earth oscillation data, Phys. Earth. Planet. Int., 2, 9.

Hald, A., 1952. Statistical theory with engineering applications.
John Wiley, New York.

Hall, J., 1970. The correlation of seismic velocities with formations
in the south-west of Scotland, Geophys. Prosp., 18, 134-148.

Hall, J., 1971. A preliminary seismic survey adjscent to the Rashiehill
borehole near Slamannan, Stirlingshire, Scott. J. Geol., 7,
170-17h. :

Hall, J., 197k. A seismic reflection survey of the Ciyle Flatesu Lavas
in North Ayrshire and Renfrewshire, Scott. J. Geol., 9, 253-279.

Hasegawa, M., 1936. Representation of the field of diurnal variations
of terrestrial megnetism on quiet days by ‘the method of graphical
integration, Proc. Imp. Acad. Tokyo, 12, 225-228.

Hatakeyama, H., 1938. On the bay disturbance and the pulsation of the
earth current, Geophys. Mag., 12, 189-210.

Heirtzler, J.R., LePichon, X, and Baron, J.G., 1966. rﬁc anomalies
over the Reykjanes Ridge, Deep-Sea Fes., 13, U27-843.

Hermance, J.F., 1973a. Processing of magnetotelluric data, Phys. Earth.
Planet. Int., T.

Hermance, J.F., 1973b. An electrical model for the sub-Icelandic erust,
Geophys., 38, 3-13.

i
Hermance, J.F. and Garland, G.P., 1968. %:ﬁ:kw u;:nd ng
experiments in Iceland, Earth. Plenet. Sci. .y B 694

Y 1970 wh of -petotelluric-
s ofley

Hermance, J.F. and Grill southvest lceland, J. Geophys.

seismic end temperature data for
Res., 15, 6582-6591.
on temperatures
Hermance, J.F. and Grillot, L.R., 197h. o::rdﬂ“ : :
beneath Iceland from -Wten'“’i" » P
Int'o' g’ 1-12.



225

Hewson—Browne, R.C. and Kendall e,
i Inverilse 3 tm‘w’m. Magneto-tellurie modelling
: Teview paper Presented Sopron.

B is aoadier e S

potential gradient ang -
12, 16-22, rrestrial magnetism, J. Met. Soo, Japan,

Hobbs, B.A., 1973. The inverse
conductivity, Earth. Pln.t?::lif. “t?:ri’n'. dﬁtrlml

Hobbs, B.A., 19TT. The electrical _ -
cation of inverse theory: n‘:mﬁﬂt! :ﬂ?ﬂ?. An appli-
12-15 April 1977: abstract Geophys. J, R. mstr. Boc., kg, 275"

Hobbs, B.A. and Parker, R.L., 1977. The parameter space for the lusar
inverse - '

electromagnetic induetion 'se problem, in preparation.
Honkura, Y., Kurtz, R.D. and Niblett, E.R., 1977. Geomagnetic Depth

Sounding and Magnetotelluric results from a seismically
region northeast of Quebec City, Can. J, Earth, 8ci., JZ‘;;:BG?.

Hutton, J., 1795. Theory of the Earth, Cadell and Davies, Edinburgh.

Hutton, V.R.S., 1976e. Induction studies in rifts and cther actize
regions: review paper presented Sopron.

Hutton, V.R.S., 1976b. The electrical conductivity of the Barth snd
planets, Rep. Prog. Phys., 39, 487-572.

Hutton, V.R.S., 8ik, J., Jones, A.C. and Rooney, D, ,-3877. The inter-
pretation of geomagnetic varistion observations in Scotland using
the hypothetical event technique: paper presented st U.K.G.A.,
’Edinlmrgh, 12-15 April 1977: sbstract Geophys. J. B. astr. Soc.,
49, 275.

Hyndman, R.D. and Cochrane, N.A., 1971. Electrical condustivity
structure by geomagnetic induction st the continestal margin of
Avlantic Canada, Geophys. J. R. astr. Soc., 25, 25-846.

Hyndman, R.D. and Hyndman, D.W., 1968. Wster ssturstios and high
electrical conduct.ivi..tw in the lower continental crust, Earth.
Planet. Sci. Letts., 4, 427-432,

Iliceto, V., 1974. Some remarks on Magnetotelluric digital equipment;
Magnetotelluric field examples: contributed paper: Ottawe.

- inverse

Jackson, D.D., 1973. Marginal solutions to quasi-linesr

a;r‘oblm in geophysics: The Edgehod Method. Geoplys. J. R, astr.
SO(:.’ _3_5,. 121"136-

i
Jacob, A.W.B., 1969. Crustal phase vﬁoeiuum st the Eskdalemuir
. seismic array, Geophys. J. R. sstr. Soe.,

3 s Verlag
Jacobs, J.A., 1970. Geomagnetic micropulsations. Springer- ’

Hew York.

el
Jain, 5., 1964, Electrical mﬁd@dw‘ﬂ“‘n_‘”f‘ e
at Eskdalemuir, S. Scotland, Nature, 203,



Jain, S. and Wilson, C.D.V., 1967. . ] =
the Irish Sea and Southern Uuric investigations in
12, 165-180. Scotland, Geophys. J. R. mstr. Soc..

Jankowski, J. Szymanski, A., Peec, K.
1976. Electromagnetic studies &P:‘:"- J., Petr, V. and Preus, 0.,
contributed paper BSo ;! Carpathian conduction ancmaly:
Jeffrey, A., 1971.

Mathemati :
London. 1¢8 for Engineers and Seientists. Nelson,

Jepnkins, G.M. and Watts, D.G., 1958, Spectral
ecation. Holden-nn;. i Analysis and its Appli-

Jessop, A.M., 1968. Three measurements of
Cen. J. Earth. Seci., 8, T11~716. heat flow in eastern Canada,

Jolivet, J., 1966. Ph.D. Thesis, University of Paris, France

Jones, A.G. and Hutton, V.R.B., 1977. Magnetotelluric inve t
the Eskdalemuir anomaly - Preliminary results, Acta. G:zﬂi:tim 2
Geoph}'s. Moﬂtanist. *e.d. &lic h‘" in press,

Jones, F.W., 1973a. Induction in laterally non-uniform conductors:
theory and numerical models, Phys. Earth. Planet, Int., 1, 282-293.

Jones, F.W., 1973b. The perturbation of slternating gecmagnetic fislds
by an island near a coastline: Reply, Can. J. Earth. Sci., 10,
1703-170k,

—_

Jones, F.W. and Pascoe, L.J., 1971. A general computer programme to
determine the perturbation of alternating electric currents in a
two-dimensional model of a region of uniform conductivity with an
embedded inhommeitr. w- J. R. astr. h-. ﬁ’ 3-30.

Jones, F.W. and Price, A.T., 1970. The perturbations of alternating
geomagnetic fields by conductivity anomalies, Geophys. J. H.
astr. Soc., 20, 317-334.

Jones, F.W. and Thomson, D.J., 1974. A discussion of the finite
difference method :'.n cm:‘bcrm&elling of electrical eandu:ti:::,
structures. A reply to the discussion by Willismson, Hewlett

Tammemegi. Geophys. J. R. astr. Soc., 37, 537-54k.,

) "y ic
Juppl D.L.B. and Vozoff, K., m‘- Discussion on “ww
method in the e ;rttien of sedimentary basins" by Vozoff, 1572,
Geophys., 41, 325-328.

the 400 km dis~ontinuity

Kaila, K.L. and Krishna, V.C., 1976. Sature of 46, 165-188.

in the Earth's mantle, Geophys. J. R. sstr, See.,

i it - 4
Kanasewich, 1973. Time Sequence Anslysis in Geoptysics. University o
Alberta Press.

' ic survey in New
Kesameyer, P.W., 197h. A low frequency magnetotellur
England: contributed paper Ottawa.




Keilis-Borok and Yanovskaya T.B.
(structural review), a;ow" 1967. Inverse Prodlems of seismology

Keller, G.V. » 1966- Electricu m
book of Physical Constants, Geol. g n:-,m

Keller, G.V., 1971. Electrical studies
e 2 of the
in The Structure and Properti th
Monograph 1k, i Earth's Crust, A.c.u.

xeller' G.V' and Friﬂcmacht. FOCQ. lml

geophysical prospecting. Ins 5 Electrical methods in
Electromagnetic Waves, "'ol. 10. wh'u“l ¥onographs in

Kemmerle, K., 1976. The influence small near-surface enomalies
magnetotellurics: contributed ;:pez Bam.. g
Kendall, M.G. and Stuart, A,, 1958, The Advanc i
Vol. I. Distribution Theory. Charle
ey Ty s Oriffin & Company Lta.,

Kharin, E.P., Csipova, I.L. and Spivak, 1976. Interpretation
floor spreading near California: comtributed paper Sopro=.

Kisak, E., 1976. Arecurﬁu-thoainth!ﬂnimaw

telluric modelling by high order finite elesents: contributed
paper Sopron.

Kisak, E. and Silvester, P., 1975. A finite-element mallp
for mgneto-teuurie n;dnlli.ag, Compt. Phys. Comm., 10, 433,

Kittel, C., 1953. An introduction to solid state physics. John Wiley
and Sons Inc., New York. p

Kovtun, A.A., 1976. Induction studies in stabls shield and platform
areas: review paper Sopron.

Kovtun, A.A. and Chicherina, N.D., 1973. Investigations in the north-
eastern part of the Russian platform, in of Thermal
and Flectromagnetic Fields in the U.S.S.R., pp 61-68. Publ.
House 'Nauka'.

Kovtun, A.A., Porokhova, L.N. and Chicherina, N.D., 1975. The evalu-
a.t..i.on of the effective reverse problem solution based on the
magnetotelluric sounding data in the north-west of the Russian

plate: corntributed paper Grenoble.

Krasnobaeva, A.G., 1976. About the nature of the gecmagnetic field
and Earth's current and their relstion with the geological and
geotectonic structure of the Urals geargneline: contributed

paper Sopron.

Kuckes, A.F., 1973a. Relations between elect: J l.':::r?r!!:c..
mantle and fluctuating magnetic fields, Geophys. J.
32, 119-131.



f

Kuckes, A.F., 1973b. Corre enc
f]!.eld penetration depth m; between the magnetotelluric and

tivity, Geophys. J. R. astr. Soc., 32, 381-38

Kunetz, G., 1972. Processing ang § 3
soundings, Geophys., 31, 1005-1021 @ o OF Mguetotelluric

Kuppers, F., 1976. Versatilit of Gough
presented paper Sopron, - and Reitzel type magnetometers:

Kurtz, K., 1973. A magneto-telluric investigation
Ph.D. Thesis, University of Toronto, of Eastern Canada,

Kurtz, R.D. and Garland, G.D., 1976. Magnet

Eastern Canada, Geophys. J. R. astr, Soc., 45, .m—m s

Lacoss, R.T., 1971. Data sdaptive spect
36, 661-675. TRL SRALrais msthote,: Geophys.

Lahiri, B.N. and Price, A.T., 1939. Electromagnetic induction o
uniform conductor;, mtl'the determination of the mtiﬁitrm

of the earth from terrestrial megnetic variations, Phil, Trans.
Roy. Soc. London, Sar. A, 237, 509-540.

Laird, C.E. and Bostick, Jr,, F.X., 1970. One-dimensional magneto-
telluric inversion techniques, Tech. Rep. No. 10, Electrical
Geophysics Research Laboratory, University of Texas st Austin,
Austin, Texas.

Lencczos, C., 1961. Linear Differential Operators. Q. Van Nostrand,
London.

Lapworth, C., 1889. On the Ballantrae rocks of South Scotland and
their place in the Upland seguence, Geol. hg.._é, 202k, 59-69.

Larsen, J.C., 1975. Low frequency (0.1-6.0 cpd) electromsgnetic study
of deep mantle electrical conductivity beneath the Hawaiian Island,
Geophys. J. R. astr. Soc., 43, 17-46.

Larsen, J.C , 1976. Conductivity structure beneath Tucson, Arizona and
Bermuda: presented paper Sopron.

iddi ion between
Law, L.K. and Riddihough, R.P., 1971. A geographical relat
. geomagnetic varistion ancmalies and tectonics, Can. J. Earth. Sci.,

8, 109h-1106.

i uric traverse across
Leary, P. and Phinney, R.A., 197h. A magnetotell :
the Yellowstone region, Geophys. Bes. Letts., 1, 265-268

i i ‘. JC
Leeder, M.R., 1yTh. The origin of the Northusberland basin, Scot
Geol., 10, 283,296.

Pavlova, I.V. snd Fedorov,

i G.B.
Levadny, V.T., Bazarzhapov, L.D., Shpinev, 2 Baikal area:
A.N., 1976. Magnetoveriational investigsticn in
presented paper Sopron.



Liebermann, R.C., 1973. RElastiei )
beta phase transformations £ &%ﬂiﬂn—mmm olivine—
mantle, J. Geophys. Res., 78, T015-7017. Giscontinuity of the

Lilley, F.E.M., 197Th. Analysis o
Pl;ys. Earth. Planet, Int,, ij—wh induction tensor,

Lilley, F.E.M., 1975. Megnetometer ;
interpretation of observed mm“’:“ “\.Iliu: A review o;‘n:ho =
g nr hh' EMt. » AU,

231-2L0.
Lil].ey, F.E.M. md Slme n;.- 1 6.

conductivity using g;‘adion'l’; QEL mﬂn mminl electricul

J. Geomag. Geoelectr., &'ﬁ_. 321-328. Agnetometer arrays,

Lilley, F.E.M. and Tarmemagi, H.Y., 1972. _ ol
magnetic depth sounding methods ~ Magnetotelluric geo—
184-187. compared, Nature Phys. Sci., 240,

Lines, L.R. and Jones, F.W., 1973a. The perturbation of
geomagnetic fialgs by ;n island near & coastline. clu}i-m:l‘lltinsh.
Sci., 10, 510-518. s

Lines, L.R. and Jones, F.W., 1973b. The perturbation of alternating
geomagnetic fields by three-dimensional island structures, Geophys.

J. R. astr. Soc., 32, 133-15k,

Lipskaya, N.V., Deniskin, N.A. and Rudneva, T.L., 1973. Abyssal magneto-
telluric soundings of the Byelorussian massif, Isvestia A.N. S.8.S.R.,
Fizika. Zemli., 10, 63-71. e

Lipskaya, N.V. and Troitskaya, V.A., 1955. The actual alternating
electromagnetic field, Report on the Work of Inst. Phys. Earth.

Funds of the Acad. Sei. U.8.S.R.

Losecke, W., 1970. Ergebnisse nﬁatate]lwiahu Messungen bei cpeyer,
in Graben Problems, pp 2k2-2hk, ed. J.H. Illier and St. Mueller,

Schweizerbart, Stuttgart.
Losecke, W. and Muller, W., 1975. Two-dimensional magnetotelluric
model calculations for overhanging, high-resistivity structures,
Zeitschrift fur Geophysik, 41, 311-319.
: tion
McDonald, K.L., 1957. Penetration of the geomagnetic secular varis
through a mantle with variable conductivity, J. Geophys. Res., 62,
117-14k1.
MacCregor, I.D. and Basu, A.R., 197h. Thermal mmv:n of the litho-
sphere: a petrological mc#el, Science, 187, 1007-1011,
land.
MacGregor, M. and MacGregor, A.G., 1948. The nu:a 'ﬁ‘ﬁi.i’;‘-’:
British Regional Geology Handbook — 2nd edition.
Stationery Office.
The Mohorovicic Discontinuity, in The Earth's

A.G.U. Monograph 13.

McKenzie, D.P., 1970.
Crust and Upper Mantle,




230

"cxerro‘nf, W.5. and Cocka. L.R.".' 1977 m
Ocean suture in NMOllnd.l.md. Cu. * location of the Yapetus
r v h. &it' m”.
McLean, A.C. and Qureshi, I. 1 < %
western Midland Valj'_ey ;f mh;l:mm gravity anomalies in the
267-283. » Trans. Roy, Soc. Edin., 66

Madden, T. and Nelson, P., 196k, A des
telluric method, Geophys. Lab, o.xencq of C ‘s

magneto-—
Cambridge, Massachusetta. *Re proj, NR-371-k01, M.I.7.,

Maiden, T. and Swift, C.M., 1969,
electrical conduct.ivi;-,y 'tmmlmorhmwm studies of the
A.G.U. Monograph 13, The Barth's

Marquardt, D.W., 1963. An algoritim for least squares imat
non-linear parameters, J. Geophys. Res,, 61, 1m_;;t13. e

Masse, R.P., 19Th. Compressional velocity distribution beneath central

and eastern North America in the de /
J. R. astr. Boec., 36, 705-716. depth range 450-800 kn, Geophys .

Matsushita, S., 1967. Solar quict and lunar daily variation fields
in Physics of Geomagnetie ed. S. Matsushita and W.H.
Campbell. Academic Press, New York.

Mercier, J.C. and Carter, N.L., 1975. Pyroxene geotherms, J. Geophyn.
Res., 80, 334913362,

Meyer, O., 1951. Uber eine besondere Art von Bayskurungen, Devt.
Hydrograph Z., h, 61-65.

Migaux, L., Astier, J.L. and Reval, P.H., 1960. Un essai de determina-
tion experimentale de la resistivite electrique des couches profondes
de l'ecorce terreste, Aan. geophys., 16, 555-560.

Mills, J.M. and Fitch, T.J., 1977. Thrust faulting and crust-upper
mantle structure in East Australia, Geophys. J. R. astr. Soc.,
L8, 351-38k,

Mishin, V.M., Bazarzapov, A.D., Matveev, M.I. and Nemtsova, E.I., 1975.
On natu;-e of Sq var:!u.bion;. Siberian Instit. of Terr. Mag., Jonosp.
and Radio Wave Prop., Siberian Dept. of Academy of Sciences, U.8.8.R%.

i ' ismic properties
Mitchell, B.J. and Landisman, M., 1971. Electrical and se
of the earth's crust in the southwestern great plains of the U.B.A.,
Geophys., 36, 363-381.

i 2 £ the
Mitchell, A.H.G. and McKerrow, W.S., 1975. anslogous mlt:tz.oh.’
Burma orogen and the Scottish caledonites, Bull. geol

86, 305-315.

: . Edvard
Monteith, J.L., 1973. Principles of Environmental Physics
Arnold.

3 1968. Analysis of Earth
Morrison, H.F., Wombwell, E., and %' 8 G;UPW'- Res., 13,
impedances using mesgnetotelluric fields,

2769-2778.



Moseley, F., 1975. Caledonian plate
English Lake District, tectmi:: and the place of the
"Early stages of evolution “Pn:um the Colloquium on
at University of Birmingham,K 3 pe ilm Orogen in Britain®,

Mostow, G.D., Sampson, J.H. and Meyer, J.-p 1963
.y »

Structures of Algebra. McGraw-Eill, New York Fundamental

Mozeson, C.E., 19Tl. Inverse magnetotelluric
sequential layering, M.Sc. Thesi analysis by the method of
Edmonton, Canada. ' s1s, University of Alberta,

Muller, W., 1976. Inversion by simultaneous
resistivity and phase angle, ww’;‘::‘ of apparent

Nabetani, S. and Noritomi, K., 197k. Investigation of crustal structure

of northern Japan with elect ti
buted paper Ottawa. &n induction studies, contri-

Nabetani, S. and Rankin, 1969. An inverse method of magnetotelluric
analysis of a multilayered earth, Geophys., 3k, 75-86.

Magata, T., and Fukushima, N., 1971. Morphology of megnetic &isturd-

ance, ir Encyclopedis of Physics, Vol. 49-3, Geophysics III
Part I1I, ed. K. Rawer. L : :

Nakamura, Y. and Howell, Jr., B.F., 196k. Maine seismic experiment:
Frequency spectra of refracted arrivals and the pature of the
Mohorovicic discontinuity, Bull. Seismol. Soc. Am., 5&, 9-18.

| —

Neves, A.S., 1957. The magnetotelluric method in two-dimensional
structures, Ph.D. Thesis, Massachusetts Institute of Technology,
Cambridge, Massachusetts.

Niblett, E.R. and Sayn-Wittgenstcin, C., 1960. Varisticns ia electrical
conductivity with depth by the masgneto-telluric method, Geophys.,
g_z’ 998"1008.

Nienaber, W., Auld, D.R, and Dosso, H.V., 1973. Asalysis of saiso-
tropic magnetotelluric measurements at Victoris, B.C., Can. J.
Barth. Sei., 10, 557-570.

Nunn, K., and LISPB Working Group, 1977. The crustal structure beneath
’Noréhern Britain, contributed psper U.K.G.A., Bainburgh, 12-15
April 1977-

0'Neill, E.L., 1963. Introduction to statisticsl optics. Addison-
Wesley.

Osemeikhian, J.E.A. and Everett, 1968. Anﬂ;l:ﬂﬁ "f"“""
in B.W. Scotland, w- J. BR. astr. .y “

: is,
mnen‘ R'K- a!}d mmhsm’ L.' w. D’:‘iﬂlﬂ- m m
John Wiley & Sons, New York.

The inverse problem of electrieal conductivity in

Park 5 AL . .
er| R L ™ 19?0 -;g-. mm.

the mantle, Geophys. J. R. astr. Soc, ,



232

Parker, R.L., 1977. The Prechet tecioits
electromagnetic induction wg:i;““‘ fm‘ the one-dimensional
5!|3_5hT' 2 I 4 J. 8‘ ml'- m.. 22’

Parkinson, W.D., 1959. Directions
J. R. astr. Soc., 2, 11k, of geomagnetic fluctuations, Geophys.

parkinson, W.D., 1962. The influence of

geomagnetic variations, Geophys. J. and oceans on

R. astr. Soe., 6, Wh1-4ig,

pParkinson, W.D., 196h. Conductivi P
coast effect, J. Geomag. m&mm Australia and the

Parslow, G.R., 1968, The physical and structural features of the

Cairnsmore of Fleet granite and its aurole, Scott. J. Geol

91-108. s b,

Pnrslov, G.R. and Randall B.A.O. 19'3 A mﬂt’ B
’ » P, ] . 4 urvey of the
Cairnsmore of Fleet granite and its emim
|2 § .'._ Bﬁ“to J. m..

Parzen, E., 1969. Multiple time series modeling, in Multivariate
Analysis - II, ed. P.R. Krishnaish. Academic Press, New York.

Pascoe, L.J. and Jones, F.W., 1972. Boundary conditions and calculation
of surface velues for the general two-dimensional electiromagnetic
induction problem, Geophys. J. R. astr. Soc., 27, 179-19%.

Patella, D., 1976. Interpretation of magneto-telluric resistivity and
phase soundings over horizontal layers, Geophys.,sl, 96-105.

Paulson, K.V., 1968. The polaerisation and spectral characteristica of

some high-latitude irregular geomagnetic micropulsstions, Annales
de Geophysique, 2k, 1-6.

Pecova, J., Petr, V. and Praus, O., 1970. Depth distributica of the
electrical conductivity in the Czechoslovak territory, J. Geomag.
Geocelectr., 22, 235-240.

Peeples, W.J. and Rankin, D., 1973. A magnetotelluric study in the
: Western Canadian sedimentary basin, Pure & Applied Geoplys., 102,
134-1h7.

Phillips, W.E.A., Stillman, C.J. and Murphy, T., 1976, A Caledonian
plat:e tectonic model, Jl. Geol, Soc. Lond., 132, 576-609.

3 " ey in m
Pitcher, D.H., 1972. A study of geomsgnetic varistion in east .
Canada, M.Sc. Thesis, Department of Physics, University of Toronto.

ambiguity in the intermt&.uin of resi .t ¥ .
ITI.T6 presented at Second United Netions Symposium on Develop-

' n | 1975.
ment and Use of Geothermal Resources, San Francisco, 20-29 May 197

the evidence on jow-resistivity layers

Porath, H., 1971. A reviev of nd Physical Properties of the
in the Barth's crust, in Structure -

BEarth's Crust, A.G.U. Monograph 1h.



Porath, H. and Dziewonaki_ A, 1
anomalies in the Gre;t Piu?::o m electrical conductivity
Geophys., 36, 382-395, Of the United States

Porath, H. and Dziewonski, A., 1971. Crustay
. resistivity anomelies

from geomagnetic deep i
9, 891-915. € studies, Rev. Geophys. Space Puys.,

Porath, H. and Gough, D.I., 1971,
western United Stat.u'frz u:;:&:tzrwin structures in the
J. R. astr. Soc., 22, 261-276. T Array studies, Geophys. .

Porath, H., Oldenburg, D.W. and Gough, D.I., 1970. & tion of

magnetic variation fields and conducti structures
vestern United States, Geophys. J. R - o

Porstendorfer, G., 1975. Principles of Magneto-Telluri
Bontraeger, ;lerlin. e Prospecting.

Portnyagin, M.A., 1968. On anomalous slectrical conductivi rust-
T;nt;; llaggndary in the Irkutsk amphitheatre, Gnloﬂ.ht{ ;teu;ism.

Pospeewv, V.J., Mikhalevsky, V.J. and Gornostsev, V.P., 1969. Results
of measurements with the magnetotalluric method in east Siberia
and the Far East, in Magnetotelluric Method for Studying the
Structure of the Crust and Upper Hantle, pp 139-149. Rauka Press.

Powell, D.W., 1970. Magnetised rocks within the lewisian of Western
Scotlend and under the Southern Uplands, Scott._l. Geol.
353-371.

., 5,

Powell, D.W., 1971. Comment on "A modsl for the Lower Palaeozoic
evolution of the southern margin of the early Caledonides of
Scotland and Ireland" by Dewey (1971), Scott. J. Geol., 7. 360-
372.

Powell, D.W., 1977a. Gravity and magnetic interpretetions of Ballantrae
ophiclites, contributed paper: Southern Uplands Workshop held in
Edinburgh, 11 March 1977.

Powell, D.W., 1977b. Oravity and magnetic interpretations of Southern
U;’:land granites, contributed paper: Southern Uplands Workshop
held in Edinburgh, 11 March 1977.

Praus, O., Peccva, J., Petr, V., Pec, K., Jankowski, J. and Szymanski, A.,
1975,  Anomalous induction in the Carpathisns, contributed paper

Grenoble.

Press, F., 1965. Earth models obtained by Monte-Carlo imversion,
J. Geophys. Res., 13, 5223-523%.

Press, F., 1970. Earth models consistent with geophysical data, Fhys.
Earth. Planet. Int., 3, 3-22.

= -‘n’ in.ite
Price, A.T., 1950. Electromagnetic w;ha:c:-:ml. Maths., 3,
conductor with a plane boundary, Quart, J.
385-h10.,



234

Price' lﬂ\oT-. 1962- The tnheory of% i
m“ e

gource field is considered, J. Geop s fields when the

-2 ﬂ. lm.
Price, A.T., 1970. The electri onduct i
R. astr. Soc., 11, 23_;,2f R ivity of the Barth, Q. J1.

Price, A.T., 1973. The theory of
Planet. Int., T, 227. ol geomagnetic induction, Phys. Earth.

Reder, C.M., 1970. An improved algorithm for high speed auto-correlation

with applications to spectral esti
Electroacoust., AU-18, 1.39_]&]: imation, I.E.E.E. Trans. Audio.

Rankin, D., 1973. The perturbation of alternating geomagnetic fields

by an island near a coastline: discussion :
10, 1702. + Can. J. Barth. Sei.,

Rankin, D. and Kurtz, R., 1970. Statistical st micropulsat
polarisations, J. Geophys. Res., 15, w-;gﬂfr e

Rankin, D. and Reddy, I.K., 1968. Polarisation of mieropulss
sources, Earth. Hanet.'sci. Lett., 3, 347-350. e

Rankin, D. and Reddy, I.K., 1970. Polarisation of the magnetotelluric
fields over an anisotropic earth, Pure Appl. Geophys., 18, 58-65.

Rankin, D. and Reddy, I.XK., 1973. Crustal conductivity ancmaly under
BElack Hills, a magnetotelluric study, Earth. Planet. Sci. Lett.,
20, 275-279.

Rankin, D., Reddy, I.K. and Kao, D., 1976. The Black Hills anomaly,
a magnetotellurie study, paper presented Sopron.

Rankin, D., Reddy, I.K. and Schneider, K., 1976. On the interpretation
of continuocus resistivity distributions in the magnetotelluric
IIIEtth, Gecpbys. J. R. astr. Sﬂc., L‘Z' 89-95.

Reddy, I.X. and Rankin, D., 1971. Magnetotelluric messurements in
central Alberta, Geophys., 36, 739-753.

Reddy, I.K. and Rankin, D., 1972. On the interpretastion of magneto-
telluric data in the Plains of Alberta, Can. J. Earth. Sci., 3,

514-527.

Reddy, I.K. and Rankin, D., 1973. Magnetotelluric response of a two-
dimensional slop:.;g contact by finite element method, Pure Appl.

Geophys., 105, 8k7.

Reddy, I.K. and Rankin, D., 197k. Coherence functions for magneto-
telluric analysis, Geophys., 312.

gt Cole, D.M. snd Taylor, R.A.,
Reddy, I.K., Phillips, R.J., Whitccmb, J.H., ' n':-istivity zw'

1976. Monitoring of time-dependent elect ;
magnetotellurics, J. Geomag. Ceoelectl., ‘E_B_. 165-178

Rikitake, T., 1966, Electromagnetism and the
Elsevier Publishing Co.

Earth's Interior.




235

Rikitake, T., 1973. Global electri
Earth. Planet. Int., 7, 2,‘5_25;?1 conductivity of the Earth, Pnys.

Ringwood, A.E., 1966. Mineralogy of the mantle .
Sciences, ed. P.M. Hurley. M.I.T » .i'_ﬂ.mlnen in Earth
*T+ Press, Cambriage, Massachusetts.
Ringwood, A.E. and Green, D.H., 1970. :
Earth's Crust and Upper Mantie. A.poe tmutio;. in The

Ringwood, A.E. and Major, A., 1970. The
- ” .m- ~Fe at
bigh pressures and temperatures 3 %
108. » Torm. e “Iat., 3, 89-

Robinson, B., 1976. Electromagnetic induction i
Orkney Islands, peper presented at m.m the seas arcund the

Robinson, E.A., 1967. BStatistical communication 1o
Hafner Publication Co., New York. o detection.

Rokityansky, I.I., 19Th. Non-synoptic array studies: a review
paper presented at Ottawa. b

Rokityansky, I.I., 1975. Investigation of ancmalies of electro-

conductivity by the method of magneto-variational profiling .
'Naukou Dumka', Kiev, A

Rokityansky, I.I., Amirov, V.K., Kulick, S.N., Logvinov, I.M. and
Shuman, V.N., 1974. Electrical conductivity ancmaly in Carpathiang,
contributed paper Ottawa,

Rokityansky, I.I. and Logvinon, I.K., 1972. Anomaly of electro-
conductivity on Kirovograd block of the Ukranian shield, Izv.
An. S.8.8.R., Fizika. Zemli, 6.

Rokityansky, I.I., Logvinov, I.M. and Maksimov, V.M., 1976. Magneto-
meter array study in the central part of the Russian platform,
contributed paper Sopron.

Ronov, A.B. and Yarcshevsky, 1969. Chemical composition of the Earth's
crust, in The Earth's Crust and Upper Mantle, A.0.U. Monograph 13.

Rooney, D., 1976. Magnetotelluric messurements across the Kemyan Rift
Valley, Ph.D. Thesis, University of Edinburgh.

i and
Rooney, W.J., 1939. Earth-currents, in Terrestrial Magnetisa
Electricity, ed. J.A. Fleming. McGraw-Hill, New York.

Baito, T., 1964. J. Geomag. Geoelectr., 16, 113.

i
Saito, T. and Matsushita, S., 1968. Solar 56‘;1. effects on geomagnetic
Pi2 pulsations, J. Geophys. Res., 73, -286.

5 and
Scheelke, I., 1972. Magnetotellurische Messungen im Rbeingarben

ihre Deutung mit Zweidimensionaler
geophys. meterol. Tech. Univ. Braunschveig.



236

Schelkunoff, S.A., 1938. The impedance concept and its application to

problems of reflection refraction, shieldi ¢
Bell System Tech. Jom-;.. T, 17. elding and power sbsorption,

Schloessen, H.H., 1976. Electrical and dielectric

, properties of mantle
materials from l.:igh pressure experiments, paper presented at a
discussion meeting of the R.A.S. on 'Solid State Physics and
Geophysics', London, 12 November 1976.

Schmidt, A., 1909. Die magnetische Storung am 25 September 1909 zu
Potsdam and Seddin, Meteorol. Z., 36, 509-511.

Schmucker, U., 1970. Anomalies of geomagnetic variations in the south-
western United States, Bull. Scripps Inst. Oceesn., Univ. of Celif.,
San Diego, Calif., Vol. 13.

Schmucker, U., 1971. Interpretation of induction anomalies above non-
uniform surface layers, Geophys., 36, 156-165.

Schmucker, U.,, 1973. Regional induction studies: a review of methods
and results., Phys, Earth. Planet. Int., 7, 365-378.

Schuster, A., 1889. The diurnal variation of terrestrial magnetism,
Phil. Trans. Roy. Soc. London, Ser. A, 180, k67-518.

Serutton, R.A., 197hk. The Gibbs Fracture Zone, Nature, 251, 165-166.

Serson, P.H., 1973. Instrumentation for induction studies on land,
Phys. Earth. Planet. Int., 7, 313.

|
Shanklend, T.J., 1969. Transport properties of olivine, in The
Application of Modern Physics to the Earth and Planetary Interiors,
ed. S.K. Runcorn. Interscience, New York.

Shankland, W.J., 1975. Electrical conduction in rocks and pinerals,
parameters for interpretstion, Phys. Earth. Planet. Int., 10,
209-219.

Shankland, T.J. and Waff, H.S., 1974, Conductivity of fluid bearing
rocks, J. Geophys. Res., 79, 4863-h868.

Shanks, J.L., 1967. Recursion filters for digital processing, Geophys.
32, 33-51.
Simon, G. and Rossignol, J.C., 197h. A recording system for the earth's

telluric field with either enalogue or numerical output, Phys.
Earth. Planet. Int., 8, 19-22.

ntelluric
i Bostick, Jr. F.X., 1969. Methods of magnet
Sm'.ﬁ;f;.'i‘ﬁf Blec. Geophys. Res. Lab. Tech. Rep. 58, University of
Texas.

Sims, W.E., Bostick, F.N. and Smith, H.W., 1971. The estimation of

metotnnw;cﬁf;rcdnmc tensor elements from measured data,
Geophys. 36, 2.

hods of marine sagneto—
Sochelnikov, V.V., 1976, The theory and met
teuur{c sounding, contributed paper Sopron.



237

50“‘-“;;‘13{):;; Cglh:ndrn’sl:l.:;;-tm’ P., Parkin, C.VW., Smith, B.F ;
A z, K. . Lunar - = o
profile, Nature, 230, 359:352: 1971 electrical condue_txut)'

Sonett, C.P., Smith, B.F., Colburn, D.S., Schubert hwart
= - - 0. m &. e
1972. The induced magnetic field o;' the lbou' conductivity ik

profiles and inferred ¢ t .
2309-2336. peratures, Proc. Third Lunar Sci. Conf.,

Slutsky, E., 1937. The summation of random causes as source
cyclic processes, Econometrica, 2, 105. s -

Smith, G.D., 1965, Numerical solution to di .
Oxford University Press, London. partial differential equations,

Srivastava, S.P., 1965. Method of interpretation of magneto-telluric
dzta w:en source field is considered, J. Geophys. Res., 70,
9h5-954,

Brivastava, S.P., 1967. Magnetotelluric two- and three-layer master
curves, Dom. Obs. Publ., 35, no. 7, Canada Dept. of Energy, Ottawa.

Srivastava, 5.P., Douglass, J.L. and Ward, S.H., 1963. The application
of magnetotelluric and telluric methods in central Alberta,
Geophys., 28, 426-hié.

Srivastava, S.P. and Jecobs, J.A., 1964, Determination of the electrical
resistivity at Meanook, Alberta, Canada by the magneto-telluric
method, J. Geomag. Geoelectr., 15, 280-288,

Srivastava, S8.P. and White, A., 1971. Inland, coastal and offshore
magnetotelluric measurements in eastern Canads, Can. J. Earth.
Sci., 8, 204-216. _

Steinhart, J.S. and Meyer, R.P., 1961. Explosicn studies of continental
stru;ture, Carnegie Inst. Wash. Publ. 622, Washington, D.C.

Stephens, M.A., 1962. Exact and approximate tests for directions I,
Biometrika, k9, L63-4T7.

Stuart, W.F., Sherwood, V. and MacIntosh, S.M., 1971. The power
sf)ectra:’t density Eechniqm upplied to micropulsation anelysis,
PAGEOPH, 92, 150-16k.

Summers, D. McN., 1976. The inversion of geomagnetic data, Ph.D. Thesia,

University of Edinburgh.
Swift, C.M., 1967. A magneto-telluric investigation of an electrical

States, Ph.D.
ivi mamlrinthnmhﬂnatmmm » P
;;:gﬁflﬁgrtuent of Geology & Geophysics, M.I.T., Cambrilge,

Massachusetts.

Turan response
i - . Theoretical magnetotellurie and
mlﬁ;rga;lnt;oig;:ensim&l inhomogeneities, Geophys. , ﬁ. 38-52.

: 1uric traverse
Tammemagi, H.Y. and Lilley, F.E.M., 1973. A magoeto-teTun @ s

in Southern Australia, Geophys. J. R. astr. Soe., 31,



238

Terada, T., 1917. On rapid periodic variati
J. Col, Sei., Tokyo Imp. Univ., _3-1’ 5“»'0!1! of terrestrial magnetism,
Tikhonov, A.V., 1950. Determination of the electrical characteristics

of the deep strata of the e '
205. arth’s erust, Dokl. Akad. Nauk., 73,

Tikhonov, A.N. and Berdichevskii, M.§. .
of magneto-tellurie nethods't » 1966, Experience in the use

: o st the ruct
of sedimentary basins, Izy, Earth‘:ﬂghys.,sg: 0:1 = -

Tkachev, G.N., 1973. Experiment of abyssal magnetotelluric

at the Ukrainian shield, Geofiz. Sonadings
62_65. ’ Bbm-iko ‘-'. m.s.ﬂ.k., 2.

Tolland, H.G. and Strems, R.0.J., 1972. Electrical conduction in

physical and chemical mixtures. Applj ti
Phys. Earth. Planet. Int., 5, 330_1’332“ on to planetary mantles,

Trigg, D.F., 1972, An amplifier and filter system for telluric signal
Publ. Earth. Phys. Branch, 41, 66. 5 %

Trigg, D.F., Serson, P.H. and Camfiel P.A., 1971. Publ. Barth. Phys.
Branch, 41 (5): 66. % Y

Ulrych, T., 1975. A review of the maximum entropy method of spectral
analysis and some applications, paper presented at Grenoble.

Untiedt, J., 1970. Conductivity anomalies in central and southern
Europe, J. Geomag. Geoelectr,, 22, 131-150. —==

Van Ngoc, P. and Boyer, D., 19T4. Magnetotelluric mapping of deep
structure in the Parisian basin, contributed paper Ottawa.

Vanyan, L.L. and Kharin, E.P., 1967. Deep magnetic variation .ounding
in the Baikal region, in Regional Geophysical Investigations in
Siberia, Isdat, Nanka, Novosibirska.

Vozoff, K., 1972. The magnetotelluric method in the exploration of
sedimeatary basins, Geophys., 37, 98-1bl1.

Vozoff, K. and Ellis, R.M., 1966, Magneto-telluric measurements in
southern Alberta, Geophys., 31, 1153-1157.

Vozoff, K. and Jupp, D.L.B., 1975. Joint inversion of geophysical dats,
Geophys. J. R. astr. Boc., 42, 977-999.

Vozoff, V. and Swift, C.M., 1968. Magneto-telluric measurements in the
North German Basin, Geophys. Prosp., 18, Lsh-473.

Wagenitz, V., 197h. A systematic -g:etotellnric mapping of the North
German sedimentary basin, contributed paper Ottawa.

Wait, J. R., 1954. On the ?emimhip betveen mtﬁ;ﬁu;m currents and
the earth's magnetic field, Geophys., 19, .

Wait, J.R., 1962. Electromagnetic Waves in Stratified Media.
Pergamon Press, Oxford.

Y -




239

Walton, E.K., 1960. Some aspects of the s .
the Lower Palaeozoic rocks of the Sou:;g:ﬁ;;; and structure in
Geol. Rdsch., 50, 63-77. ands of Scotland,

Ward, S.H., Peebles, W.J. and Ryu, J., 1973 . )
data, ﬂ Methods in Computationai Pbysi“h;gal:;’f meﬂ!
Academic Press, New York, 2 » 13, Geophysics.

. Weaver, J.T., 1963. The electromagnetic field with a discontinuous

conductor with reference to ge ctiains -
coastline, Can. J. Phys., 41, hcﬁmh-l;g5. cropulsations near a

Weidelt, P., 1971. The electromagnetic induction in two thin hal®
( : wo thin -
sheets, Zeitschrift fur Geophysik, 37, €49-665.

Weidelt, P., 1972. The inversion problem of geomagnetic inducti
Zeitschrift fur Geophysik, 38, 257-289. g o

Weidelt, P., 1975a. Inversion of two-dimensional conductivity
structures, Phys. Earth. Planet. Int., 10, 282-291.

Welch, P.D., 1G67. The use of fast Fourier transform for the estimation
of power spectra: A method based on time averaging over short,
modified periodograms, I.E.E.E. Trans. Audio. Electroacoust.,
AU-15, TO-T3.

Wiese, H., 1963. Geomagnetische Tiefentellurik, Dt. Akad. Wiss. Berlin,
Geomagn. Institut. Potsdam, 36.

Wiggins, R.A., 1972. The general linear inverse problem: implications
of surface waves and free oscillations for Earth structure, Rev.
Geophys. Space Phys., 10, 251-285.

Wiggins, R.A. end Miller, S.P., 1972. Rew noise-reduction technique
epplied to long-period oscillations from the Alaska earthquake,
Bull. Seis. Soc. Am., 62, 4T1-UT9.

Williems, A., 1972. Distribution of brachiopod assemblages in relation
to ordovician palaeo-geography, 18 Organisms and Continents through
Time, ed. N.F. Hughes, Spec. Pap. Palaeont., 12, 2h1-269.

Williemson, K., Hewlett, C. and Tammemagi, H.Y., 19T4. Computer modeling
of electrical conductivity structures. Geophys. J. R. astr. Soc.,
37, 533-536.

Wilson, J.T., 1966. Did the Atlantic close and then re-open? HNature,
211, 676-681.

Winter, R., 1973. Der Oberrheix.agra.ben als Anomalie de:tfle:te::.scheu
Leitfahigkeit untersucht mit Methoden der Erdmagne 15;0 o
Tiefensonderung, Diss. Math. - Naturwiss, Fak. Univ. gen.

Winter, R., 1976. Analysis and first interpretation °ft?"9‘°"°t:n“"°
soundings on the deep sea {loor in the North Atlantic, pepe

presented Sopron.

A : - ; ¢
Word, D.R., Smith, H.W. and Boatz:ck, F.W., 1970. ;n ;nvle‘:;:.g;:fogzo
the magnetotelluric tensor impedance method, Tech. . 5

Elec. Geophys. Res. Lab., Univ. of Texas at Austin, Austin, Texss.




2ho

wright, J.A., 1969. The electromagnetic response of two~dimensional
: structures, Gamma T, Inst. f. Geoph. Meteorol., Tech. Univ.
Braunschweig, 102,

_ 3

Wright, J.A., 1970. Anisotropic apparent resistivities arising from
ncn-homogeneous two-dimensional structures, Can. J. Earth, Sei.,
T SST-531s

Wu, F.T., 1968. The inverse problem of magnetotelluric sounding,
Geophys. 33, 972-979.

Yungul, S.H., 1961. Magnetotelluric sounding three-layer interpretation
curves, Geophys. 26, 465.

Zhemaletdinov, A.A., Semenov, A.S. and Veselow, I.I., 1970. Influence
of horizontal inhomogeneity on the results of abyssal electric
soundings in the Pechenega region, Vestnik. I.G.U., 18.








