
C O N T R O L L E D  SOURCE E L E C T R O M A G N E T I C  DEEP 

SOUNDING:  T H E O R Y ,  R E S U L T S  AND C O R R E L A T I O N  

W I T H  N A T U R A L  SOURCE RESULTS 

D A V I D  E.  B O E R N E R  

Continental Geoscience Division, Geological Survey of Canada, 1 Observatory Crescent, Ottawa, 
Ontario, Canada KIA OY3 

(Received 27 November 1990; accepted 21 June 1991) 

Abstract. Controlled source electromagnetic (EM) methods represent a unique set of geophysical 
experiments which can be used to determine the properties and state of the deep continental crust. 
Unlike natural source EM methods, an artificial EM source technique can be designed to optimize 
resolution and minimize interactions with local structure. The major drawbacks include restricted depth 
penetration, insufficient data sets and a limited number of modelling algorithms. Information about 
the electrical conductivity at lower crustal depths can be obtained but at the expense of requiring large 
moment sources, sophisticated processing techniques and data redundancy. Moreover, EM data are 
sufficiently complicated that numerical modelling is often necessary for quantitative interpretation. It 
is therefore essential to record enough information to justify the choice of interpretation algorithms, 
particularly since controlled source EM forward modelling routines are generally very restrictive and 
not widely available. As most interpretations are based on layered earth models, observations of all 
the EM field components can be useful for testing the "dimensionality" of the data and for justifying 
interpretations. 

1. Introduction 

Electromagnetic (EM) sounding methods represent one of the few geoscientific 
techniques which can provide information about the current state and properties 
of the deep continental crust and upper mantle. EM soundings respond to the 
distribution of electrical conductivity which is the most highly variable physical 
property of rocks and minerals. Conductivity is controlled by paths of ionic conduc- 
tion (determined, for example, by porosity, pore fluid salinity and saturation, and 
by the presence of partial melt) or paths of electronic conduction (e.g. metallic 
minerals, carbon on grain boundaries). Consequently, EM techniques represent 
an exciting and challenging class of experiments with which to examine the struc- 
ture, state and composition of the crust and upper mantle. 

The EM methods which have been traditionally applied for sounding the deep 
crust use the temporal variations of the natural fields to image the conductivity 
structure of the earth. The principle reason for this is that natural fields are 
essentially plane waves in the mid-latitudes and have sufficient energy at long 
periods to generate a detectable response from very deep structure. However, the 
use of natural source fields has at once benefits as well as problems. There are 
low energy regions in the natural source frequency spectrum and the signal levels 

Surveys in Geophysics 13: 435-488, 1992. 
�9 1992 Kluwer Academic Publishers. Printed in the Netherlands. 



436 D A V I D  E .  B O E R N E R  

can change dramatically over a relatively short time span making data acquisition 
demanding and time consuming. As well, the large spatial extent of the plane 
wave fields produces response in the data from structures at some horizontal 
distance from the receiver location. Such lateral responses, when coupled with 
uncertainties about both the source field characteristics and geology, complicate 
the already difficult task of data interpretation. 

Controlled source EM (CSEM) methods are an attractive compliment or alterna- 
tive to natural source soundings in some circumstances. In these experiments the 
source characteristics are precisely known and can be located to configure the 
excitation fields in an optimal geometrical form. Furthermore, the source fre- 
quency spectrum can be tailored for the particular experiment. One important 
limitation of CSEM is that the source moment is small relative to that of natural 
sources, and this effectively limits the penetration of the EM fields at low fre- 
quency. Another complication is that CSEM fields are substantially more difficult 
to model than plane wave fields and thus care must be taken to avoid experimental 
configurations and geological environments in which the EM response is not 
interpretable. With these concerns in mind, it is hardly surprising that CSEM 
methods are not common in deep sounding experiments where little geological or 
geophysical control is available as auxiliary information. There are, however, 
several good examples of deep CSEM probing of the crust which have produced 
reliable and useful results. 

The CSEM literature is extensive and much of the work on shallow (i.e. <2  km) 
sounding can be scaled so as to be relevant for crustal investigations. Spies and 
Frischknecht (1991) discuss electromagnetic sounding in detail and give important 
information about the commercial and private EM systems currently in use. A 
recent, general overview of CSEM sounding in sedimentary structures was pre- 
sented by Nekut and Spies (1989) who discuss several aspects of theory and current 
interpretation methods. Nagy (1988) compared fourteen different classes of CSEM 
methods and also reviewed some of the basic literature for each technique. In 
addition, there are several monographs which provide insightful and complete 
descriptions of CSEM methods (e.g., Vanyan, 1965; Wait, 1982; Kaufman and 
Keller, 1983; Ward and Hohmann, 1988). 

There have atso been excellent reviews which specifically address different 
aspects of deep CSEM sounding. Ward (1983) discussed the specifications required 
for crustal EM sounding including consideration of natural and cultural noise, 
resolution, current channelling and depth of exploration. Ward (1983) also showed 
the deleterious affects of performing the sounding in the vicinity of near surface 
structure when the EM response of the structure is not accounted for. Many 
theoretical and practical difficulties encountered in deep sounding are dealt with 
by Kaufman and Keller (1983) who also provide some interesting examples (mainly 
geothermal) of deep sounding. The EM induction reviews (primarily for North 
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America) by Hermance (1983) and Chave and Booker (1987) give an overview of 
the role CSEM techniques have played in deep sounding programs. 

This paper is intended as a general review of controlled source theory, methods 
and applications to deep sounding problems. Because there are a plethora of 
possible variations on basic EM sounding techniques the review begins with an 
introduction of the mathematical and physical characteristics of EM source fields 
necessary for understanding the different experiments. It is only with an appreci- 
ation of the theory describing EM sources that the similarities, capabilities and 
limitations of the different deep sounding CSEM techniques can be judged. With 
this background as a reference, the results of several important deep sounding 
experiments are used to illustrate certain aspects of CSEM. 

In an effort to conserve space, many logistical and experimental design consider- 
ations for optimal CSEM deep sounding will not be discussed. However, such 
practical aspects may be more important to the overall success of a survey than 
theoretical forward modelling, inversion and sensitivity studies. One good example 
is the choice of a transmitter waveform which, when coupled with the receiver 
response, may govern 

�9 the maximum depth of investigation (Spies, 1989), 
�9 the minimum dynamic range required of a receiver system (e.g. West et al. ,  

1984), 
�9 the necessity and difficulty of source response deconvolution (e.g. Asten, 1987, 

Strack et al. ,  1989a), 
�9 the minimum power requirements of the transmitter (e.g. Duncan et al. ,  1980) 

and 
�9 the accuracy of the receiver calibration (Sternberg, 1990), 

as well as signal to noise ratios, signal bandwidth, etc. The literature describing 
CSEM methods can be somewhat biased towards theory since the trade-offs made 
during instrumental and experimental design are rarely discussed in much detail. 
However, efforts devoted to addressing the practical difficulties of deep EM 
sounding which may alleviate subsequent problems or limitations with data inter- 
pretation are certainly desirable. 

Another important aspect of CSEM which will not be discussed in detail here 
is the deficiency of suitable modelling and interpretational aids. Without adequate 
modelling, experimental design becomes an exercise in intuition and extrapolation 
from 1D responses. The subsequent interpretation is also incomplete, and possibly 
unreliable. Most of the deep controlled source work published in the literature 
reflects the difficulties of multi-dimensional modelling in that the resulting interpre- 
tations are usually based on 1D earth responses. There are some notable excep- 
tions to this trend (e.g. Sternberg and Clay, 1977; Kaikkonen et al. ,  1988; Vanyan 
et al . ,  1989), although even these interpretations are based on models of special 
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cases. The current capabilities for physical or numerical modelling of complicated 
media must be expanded if CSEM methods are to be used in complicated geologi- 
cal environments and achieve more of the promise that they hold. 

Finally, no attempt will be made to discuss the physical or geological significance 
of deep conductivity structure. Such problems represent a complicated topic with 
an extensive literature base which could not be adequately covered in this review. 
The interested reader is referred to the individual papers about each sounding as 
a starting point for physical interpretations. 

2. EM Dipole Sources in a 1D Earth 

The theory describing the behavior of EM dipole sources is well known for one- 
dimensional conductivity models. There are several excellent descriptions of the 
derivation of EM fields from these sources starting from Maxwell's equations (e.g. 
Vanyan, 1965; Wait, 1982; Kaufman and Keller, 1983; Ward and Hohmann, 1988). 
While the real earth is not often one-dimensional, such models may be applicable 
in quasi-layered settings. 1D models excited by finite sources can provide a number 
of important insights into EM sounding and also serve as a basis for sensitivity 
studies and three-dimensional modelling. The purpose of this section is to review 
the mathematical description of the fields from dipole sources in a 1D earth in 
such a fashion that the physics underlying each possible source/receiver combi- 
nation remains clear. 

Any EM source can be represented by a spatial distribution of current composed 
of infinitesimally small electric dipoles. However, when solving Maxwell's equa- 
tions it is often convenient to rely on the field duality condition and introduce 
symmetries in the equations through the concept of a magnetic dipole (repre- 
sentative of an infinitesimally small, divergenceless current flow). All electrical 
and EM prospecting methods are simply variations on this basic theme of electric 
and magnetic dipoles. As well, the duality between EM sources and the boundary 
conditions on conductivity structures implies that dipole sources play an integral 
part in describing the interaction of EM fields with complicated media. 

Consider Maxwell's equations and a single Fourier component proportional to 
e iojt  ' 

V. B = 0 (1) 

V • E + i w B  = i w t x J "  (2) 

V • B -/xoLE =/XJe'. (3) 

i = X/-~, o~ is the angular frequency, E is the electric field, B is the magnetic 
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induction, while J" and J "  are the applied electric and magnetic source currents, 
respectively. When the frequency of oscillation is low enough that the EM fields 
are diffusive (quasi-static), the impressed source currents can be assumed to be 
unaffected by E and B. 

The electrical properties of the media are given by the magnetic permeability 
/x and the admittivity tensor, chosen here to represent a uniform and transversely 
isotropic earth, 

ot = 0 Orh + iWeh = ah , (4) 

0 0 O-v + iw�9 0 a~ 

where o- is the electrical conductivity and �9 is the permittivity. For the 1D develop- 
ment, the spatial variation of these parameters is confined to the vertical (z) 
direction where z is perpendicular to the layering. 

Because of the assumed cylindrical symmetry of the admittivity tensor about 
the z-axis, it is possible to express the solution to Maxwell's equations in the 
Hankel domain (i.e. the radial Fourier domain). The behavior of the fields is 
determined by obtaining solutions to the Helmholtz equation in the Hankel domain 
and imposing the boundary conditions on these solutions at sources and at property 
contrasts. An inverse Hankel operator is then employed to transform the results 
to the space domain. 

This rather standard approach to solving boundary value problems has an inter- 
esting aspect for 1D models in that all six EM field components from any source 
can be represented in terms of just two scalar potentials. The scalars can be 
conveniently chosen to represent two uncoupled modes of current flow which can 
be described geometrically as "toroidal" and "poloidal". That just two scalar 
potentials are sufficient to represent every combination of sources and receivers 
in a layered earth is an indication of the redundancy between different electrical 
and EM methods. 

Instead of presenting the details of the layered earth response to EM excitation 
(which appear in many other places), it is perhaps more useful simply to identify 
some of the key results necessary for understanding the data and assessing the 
interpretations of different CSEM experiments. The basis for this discussion is a 
generalized solution of the Helmholtz equation (Boerner and West, 1989a) for 
both electric and magnetic dipole sources in a layered earth. The EM fields of a 
~pole source can be written as the Hankel transform of a generic source matrix 
g a n d  a set of spatial operators, 
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Here ~ = ~ / r  2 + r ' 2  - 2rr' cos(~b - qS') is the translationally and rotationally in- 
variant radial distance between the source point (r', qY, z') and receiver point 
(r, qS, z) while h is the horizontal (radial) wavenumber. Equation (5) was derived 
with the specific intent of isolating the geometrical variations of the fields (i.e., 
the spatial derivatives) from the electromagnetic interactions with the layered 
earth. Consider the fields of spatially extended sources which are found by the 
integration of Equation (5) over the dimensions of the source. The spatial deriva- 
tives, the integration over the source volume and the transformation to the space 
domain can be identified as "geometrical operators" which are invariant with 
respect to changes in the layered earth model. As a result, when comparing and 
contrasting the capabilities of different EM source/receiver combinations many of 
the complicating factors are purely geometrical and thus independent of the earth 
model (i.e., the generic source matrix g ) .  

One key piece of information for comparing various methods is contained in 
the modal potentials of the source matrices. The source matrices for magnetic and 
electric dipoles are given in Table I in terms of toroidal magnetic (TM) and 
poloidal magnetic (PM) field modes (the symbols Tn and Pn respectively). The 
rows of each source matrix correspond to an EM field component (Ex, 
Ey, Ez, B,, By, Bz), while the columns relate to the spatial behavior of the compo- 
nent. A toroidal magnetic field is associated with a poloidal current flow which, 
by virtue of crossing conductivity gradients in a layered earth, is sensitive to charge 
distributions. Conversely, a poloidal magnetic field is characterized by horizontal 
toroidal currents and is sensitive to the absolute value of the horizontal conduc- 
tivity. 

A schematic representation of the two uncoupled modes is shown in Figure 1. 
This parametric surface plot is constructed from the two sets of lines which 
represent the geometrical configuration of the poloidal and toroidal modes (in the 
region x ~< 0). Figure 1 may be reminiscent of several different images of EM 
current flow patterns such as the apparent smoke rings from loop source transient 
EM systems (e.g. Nabighian, 1979), or the current flow pattern around a grounded 
bipole. However, the modes are only pure representations of the current flow 
from EM sources in a uniform whole space. Although separable in a 1D earth, 
both modes are generally required to represent the current flow created by an 
arbitrary EM source or conductivity structure. 
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Fig. i .  Schematic diagram of the poloidal and toroidal modes which define a parametric surface 
(illustrated in the volume (x ~< 0) and shaded to give some indication of depth). The poloidal lines are 
vertical loops which have a common point at (x, y, z) = (0, 0, 0), and the toroidal lines are horizontal, 
concentric rings. The individual modes are suitable for describing either electric or magnetic fields 
under restricted conditions. More generally, linear combinations of both modes are required to describe 

the EM fields in a complicated media or from an arbitrary source. 

The source matrices clearly show which modes contribute to the behavior of 
particular field components (i.e., the Tn and Pn terms) and hence provide some 
intuition regarding the sensitivity of an experiment to layered earth structures. 
While the source matrices describe most of the difference between EM experi- 
ments, the characteristics of the modes themselves is also important. Consider, 
for example, the TM mode potential (T~) which is proportional to av,R, the 
admittivity of the media containing the receiver. When the physical realm is quasi- 
static O%n = 0 if the receiver is located in the air layer. This implies that a source 
which generates a poloidal current can be located anywhere in or above the layered 
earth and not be detected by magnetic field measurements made external to the 
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conductive portion of the earth. Such a result may appear counter-intuitive until 
the reciprocal case is considered. A magnetic source (of any orientation) outside 
the layered earth can only generate horizontal current flow in the earth because 
of the boundary condition on vertical currents at the surface of the earth. Thus, 
there can be no poloidal current generated from this source. A cursory examination 
of the deep CSEM sounding literature and Table I shows that most experiments 
are based on 1D interpretations and ascribe all the observed EM response to 
either the PM or TM mode, but not both. 

It is a simple matter to apply the principle of reciprocity to elements in Table 
I to deduce the relationships between sources and receivers. One example would 
involve relating the B z field component from a horizontal electric dipole (HED) 
source in the x-direction (i.e. Irx,e), to the Ex component of a vertical magnetic 

I '  dipole (VMD) source (z,m). From the tables one can derive that 

Ex(l 'z ,m) __ Bz(l 'x ,e)  so E x ( i z , m )  = B z ( l ~ , e ) i W  d Z  
i w d A  dl dl  

Such relationships can be derived for any source/receiver pair and are quite helpful 
in discovering or rationalizing the behavior of a particular sounding experiment. 

Another intended characteristic of the generalized representation is that the 
information about the continuation of the EM fields vertically between the source 
and receiver is contained in T and P. It is therefore possible to compare different 
source/receiver pairs which are not necessarily coplanar or in the same media. 
This isolation of the EM response function from source/receiver comparisons is a 
necessary consequence of the reciprocal nature of EM sources and fields. 

Although this generalized representation is a useful basis for understanding EM 
sources and fields, it is mostly limited to qualitative comparisons. As an auxiliary 
aid for comparing different deep EM sounding methods, Table II contains a 
compilation of the EM fields from a VMD source and a HED source situated on 
the interface between the air and a uniform halfspace. The receiver is also situated 
on the interface. These expressions can be inverted to derive apparent conductivity 
functions and also demonstrate the general characteristics of the EM fields from 
a particular source. Table II can be augmented by Table I and reciprocity argu- 
ments to derive the fields from any other orientation of a dipole source. Further- 
more, the general expressions in Table II can usually be transformed directly to 
the time domain and the appropriate limits taken for static (near-field) and (quasi- 
static) far-field conditions. 

3. Sensitivity Analysis 

An important, and sometimes neglected, aspect of controlled source EM work is 
sensitivity analysis. Sensitivity is defined as the amount of variation in the data 
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T A B L E  II  
A compi la t ion  o f  the  fields for  E M  dipoles  s i tua ted  on  the  in terface  b e t w e e n  the  air and  a un i fo rm 
hal fspace .  T h e  f i d d s  are  s h o w n  for t h ree  cases;  the  resis t ive or  pseudo-s t a t i c  l imit ( l y l r  I r 1), t he  
i n t e rmed ia t e  zone ,  an d  the  far-field zone  (13,1r1 >> 1). T h e  a r g u m e n t  of  the  modi f ied  Besse l  func t ions  

In and  Kn is always 71r/2 w here  Yl = x/7~/xl~ri 

VMD HED 

t dl 
E~(Ir~rl ~ 1) 0 ~ cos 

7ro'~r 

IdA I dl 
Ee,(['ylr [ ~ 1) -iwtx 47tr-'-- S 27ro.tr3 sin 4) 

E~(tylr l ~ l) 0 io)tz/d/cos ~5 
4rrr 

I dl . 
E. 0 2 ~ - r ~  [1 + (1 + y,r) e-V, "] cos 4) 

Ee, iw/* ~ [3 - (3 + 3y~r + y~r z) e ~'f] Idt  2~tr"  7 [2 - (1 + ylr) e - r ' ' ]  sin 6 
27ry~r 

E~ 0 io)l.t I dl IxK~ cos 4' 
2qrr 

I dl 
E,(tT~rl >> 1) 0 2rr~ 3 cos 4' 

IdA  I dl 
Ee,(lr~r] -> 1) - 3  2.a.o. r - - ~ -  ~ .n.o.tr3 sin 4 

l dl 
E~([ylr[ > 1) 0 io~/* 2rry~r~-~_ ~ cos 4' 

H,(Irr _ I d A  2 2 Idl  . 
16m,.33qr ~ S ~  sm 4' 

I dt 
H4,(IT~rl <- 1) 0 4rtr ~ cos 4' 

IdA  I dl . 
n=(Ir~rl ~ 1) 4ru~ 

-~ Idl r 2 ] H, 14rrr ~dA yZra[ijKa _ I2K2] ~ [3ItK~ - (loKz - 117, o) sin 

H,~ 0 [ d l  11K~ cos 4' 
2"m'- 

l dA I dl 
H~ 2rr.r,~r s [9 - (9 + 9y~r + 4"y~r 2 + 7~r 3) e :'v] 2 ~ r ~  [3 - (3 + 3ylr + y~, "'z) e vv] sin ~b 

H,(ly~r I >> 1) - 3  1~_~ Idt sin 6 
2,fryer 4 7rTir 3 

I dl 
H,([ylr] >> 1) 0 27rTr3 cos 4' 

- 9  I d A  I dl . 
H~(lylr I >> 1) 27rv~r 5 3 2~r./~r- ~ sm 4' 
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produced by a perturbation in the model parameters. The mathematical device 
used to investigate sensitivity is the first order derivative of the model response 
(data) with respect to a model parameter (e.g. conductivity). This function is 
called a Fr6chet derivative only if the higher order terms in the Taylor expansion 
can be shown to be second order, otherwise it is known as a Gateaux derivative. 
The distinction between Gateaux and Frdchet derivatives is important. Gateaux 
derivatives need not be linear or continuous meaning that higher order terms in 
the Taylor expansion can be significant and a linear approximation to the Taylor 
series may be invalid. 1D earth models have been shown to be Fr6chet differen- 
tiable for various EM sources (e.g. Parker, 1977; Chave, 1984) as have a large 
class of 3D models for DC resistivity methods (Boerner and West, 1989c). 

Fr6chet derivatives, which play an important role in numerical inversion meth- 
ods, are also useful for resolution studies (e.g. G6mez-Trevifio and Edwards, 
1983; Chave, 1984; Boerner and West, 1989b) and depth of investigation calcu- 
lations (Spies, 1989). Frdchet derivatives have an interesting and useful physical 
interpretation. The original work on this physical interpretation by Gdmez-Trevifio 
(1987a) showed that the derivatives act as spatial weighting functions for conduc- 
tivity and not just for perturbations in conductivity. That is, an integral equation 
relates the spatial distribution of conductivity to the EM data through the Fr6chet 
derivative. For example, 

OBz f 
| r ' w)~(r ' )  d3r ', (6) 0 1 n w - j ~ G B ~ (  , r , ~ ,  

where GBz is the Frdchet derivative of the vertical magnetic induction Bz with 
respect to o-(r'). This mapping of conductivity to data means that data presentation 
schemes (e.g. apparent conductivity) can be understood by examining the spatial 
form of the Fr6chet derivative. Of course, the Frdchet derivative is dependent on 
the conductivity model and hence the intrinsic non-linearity of the interaction 
between diffusive EM fields and conductivity structures is maintained. As well, it 
is important to remember that sensitivity analysis is only as accurate as the forward 
model, and is limited by the same computational restrictions. Fr6chet derivative 
for 3D models are much more complicated than indicated by the simple one- 
dimensional analysis (Boerner and West, 1989c). 

Figure 2 shows a perspective plot of the Fr6chet derivative for apparent conduc- 
tivity (derived from the magnitude of the ratio of H/E) given the step response 
excitation by a plane wave of a uniform halfspace. In essence, the Fr6chet deriva- 
tive shows that measurements at later time sample a broader region of the earth, 
but are centered at greater depths. Perhaps more importantly, the late time 
measurements are less biased by near surface structure than are early times mea- 
surements. Figure 3 shows the same type of plot for an impulsive plane wave 
source. For an impulsive source the apparent conductivity definition weights some 
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Fig. 2. The Frdchet derivative for apparent conductivity defined using H/E from a plane wave source 
over a uniform halfspace. The source is a step function in time and the surface elevation indicates the 
amplitude of the Fr6chet derivative. The image shows the spatial weighting applied to the halfspace 

conductivity structure by the Frdchet derivative at different logl0(times). 

depths negatively, while the step response definition weights all depths positively. 
Frequency domain Fr6chet derivatives are similar to those of the impulse response 
in that some depths are weighted negatively, but they do not show decreased 
sensitivity to surficial features at longer periods. G6mez-Trevifio (1987b) used the 
example of negative spatial weighting to conductivity to illustrate how the apparent 
conductivity definitions can lead to the overshoot/undershoot  problem often en- 
countered in EM methods. 

Figures 2 and 3 indicate how different measurements with the same source and 
receiver can result in disparate apparent conductivity definitions (see also, Spies 
and Eggers, 1986). It is not possible from these plots to determine the Fr6chet 
derivatives of more complicated media. The PM (inductive) mode Fr6chet deriva- 
tives for controlled and natural source EM methods are only weakly dependent  
on the earth model (Boerner  and Holladay, 1990). G6mez-Trevifio (1987a) was 
able to approximate the halfspace magnetotelluric (MT) Fr6chet derivative with 
a boxcar function and derive the Niblet t -Bost ick transform (Jones, 1983a). The 
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Fig. 3. The Fr6chet derivative for apparent conductivity defined using H/E from a plane-wave source 
over a uniform halfspace. The source response is an impulse function and the surface elevation indicates 
the amplitude of the Fr6chet derivative. The image shows the spatial weighting applied to the halfspace 
conductivity structure by the Frdchet derivative can obtain negative values (unlike the step response 

source function). 

implication for PM mode CSEM measurements is that the Frdchet derivative of 
some representative earth model (e.g. a uniform halfspace) could be used in 
designing simple transformations or data "imaging" schemes (e.g. Nekut,  1987; 
Macnae and Lamontagne,  1987; Ea ton  and Hohmann,  1989). In contrast, TM 
mode Fr6chet derivatives are usually quite model dependent  (Boerner  and West, 
1989b) and are probably less amenable to simple conductivity mapping methods. 

This simplistic overview of Fr6chet derivatives raises some important questions 
about the "p roper"  definition of apparent conductivity and the subsequent inter- 
pretat ion of structure, particularly when comparing results from different experi- 
ments. Although data comparisons through apparent  conductivity may be useful 
in some cases (e.g. Sternberg et  al . ,  1988), a preferable alternative to apparent  
conductivity definitions would be to compare models derived from inversion. 
When the model space is properly explored as part of the inversion, the inherent 
differences between various data should have minimal affect on the interpreted 
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structure (but may strongly affect the resolution). As inversion is not currently 
practical for 3D data, image techniques and/or apparent conductivity will continue 
to be an important part of interpretation. These results should be viewed with 
caution however, and interpretations based on such information should be con- 
firmed (as far as possible) by forward modelling. 

4. Three Dimensional Conductivity Structures 

The generalized representation of EM source fields is an attempt to alleviate some 
of the conceptual difficulty in understanding 3D sources. However, it is much 
more difficult to generalize the interaction of finite sources with 3D conductivity 
distributions. Without attempting to develop the theory for 3D modelling, the 
discussion in this section will be limited to qualitative descriptions of the influence 
on CSEM responses by three dimensional structure. 

Multi-dimensional modelling for controlled source methods is in a very elemen- 
tary state. Algorithms for 2D and 3D model responses are necessarily difficult to 
develop, program and compute because it is not generally possible to model all 
aspects of 3D CSEM sources with 1D or 2D representations (e.g. Nabighian and 
Oristaglio, 1984), although there are certain special cases (e.g. Goldstein and 
Strangway, 1975; Lienert and Bennett, 1977). 

Despite these difficulties with 2D and 3D models, a number of useful techniques 
have been produced for computing the EM response of various multidimensional 
models (see Varentsov, 1983). These methods include finite element (e.g. Prid- 
more et al., 1981; Gupta et al., 1989), finite difference (e.g. Oristaglio and 
Hohmann, 1984), integral equation (e.g. Raiche, 1974; Hohmann, 1975; Weidelt, 
1975; Newmann et al., 1986), hybrid methods (e.g. Lee et al., 1981; Gupta et al., 
1987) and thin sheets (e.g. Vasseur and Weidelt 1977; Vanyan et al., 1987; Smith 
and West, 1987). Of the available methods, the integral equation approach is 
often preferred because only the anomalous conductivity volume, V, need be 
discretized. Integral equations also provide some insight into the 3D scattering of 
EM fields and hence will be the focus of this discussion. 

In a simple generic form, the physics of the interaction between a wave field 
obeying the Helmholtz equation and some scattering object can be expressed as 
a Fredholm integral equation of the second kind which must be solved in V or on 
the surface bounding V, 

= F(r)g~ + f v  G(r I r')F(r')P(r') dr '. (7) F(r) 

Here F(r) H~ is the field measured at the observation point r which would exist 
in the absence of any scattering structure. F(r ' )  is the field which is scattered from 
the inhomogeneity and G(r t r ' )  is the host medium Green's function. The physical 
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Fig. 4. Schematic diagram representing the essential components of the integral equation method for 
a scattering feature embedded in the earth (gray region). In this diagram, the source and receiver are 
assumed to be external to the earth. The "incident" and "receiver" fields are simply the host Green's 
functions representing the continuation of the EM fields between different depths and are independent 
of the scattering feature. Similarly, once the host is specified, it is possible to derive a transfer 
relationship between a set of unspecified incident field and the equivalent currents. Thus, the integral 
equation model can logically be divided into two parts which can be computed separately and recom- 
bined for different source/receiver types and geometries (but for a single body model and host 

structure). 

propert ies  of the scattering feature,  relative to the propert ies  of the host, are 

represented by P ( r ' ) .  A physical interpretat ion of (7) is that F ( r ' ) P ( r ' )  represents  

a set of "equivalent"  sources which, when placed in the host medium,  reproduce 
the E M  response of the scattering body. In fact, the integral equat ion method is 

sometimes referred to as the "equivalent  source" technique. 

Integral  equations are based on the duality between boundary  conditions and 
sources; boundary  conditions can be replaced by sources, and vice versa. In this 
regard,  integral equations represent  a slightly different physical emphasis on EM 

scattering f rom the Helmhol tz  equation. A simple dimensional analysis of the 
incident and scattered field f rom an integral equation for electric field indicates 

why current channelling numbers  (e.g. Edwards,  1975; Jones,  1983b) are important  
for describing the behavior  of electric current near  anomalous conductivity struc- 
tures. On the other hand, a dimensional analysis of the homogeneous  Helmhol tz  
equation suggests the importance of induction number  parameter izat ion.  

The basic physics described by integral equation methods can be represented 
schematically by Figure 4. Three  components  are displayed in this diagram: the 
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electric field created on the scattering structure by the source field, the scattering 
currents in the body and/or host which are required to maintain the boundary 
conditions, and the fields from the source and scattered currents which are ob- 
served at the receiver point. Host models are usually one-dimensional because the 
EM Green's functions for such structures can be found analytically. The arrows 
in this figure point between the source and receiver. A useful variation on this 
diagram is to replace the receiver by its reciprocal source and find the electric 
field incident on the scattering body (indicated by the double headed arrow). 
Reciprocal sources are often used in numerical modelling to reduce the compu- 
tational burden of computing the Green's functions. Notice that both the source 
and receiver must have favourable "coupling" with the feature in order to have 
a detectable EM response which indicates an intimate tie between integral equa- 
tions and sensitivity analysis (Boerner and West, 1989c). That the source coupling 
to known structure (e.g. near surface features) can be maximized or minimized 
represents an important advantage of CSEM methods over natural source tech- 
niques. 

The simplified conceptual model of the IE method shown in Figure 4 can be 
quite useful. An important and relevant example was given by West and Edwards 
(1985) who show that if the scattering body is small compared with the wavelength 
of the source field, it may be sufficient to represent the scattered (equivalent) 
currents with purely galvanic current flow. That is, the frequency response of the 
3D earth is determined entirely by the frequency response of the 1D host because 
the response of the body is essentially galvanic. If the scattering body is near 
surface, there may be little attenuation of the incident and scattered Green's 
functions in the frequency bandwidth of interest and the response of the body 
would appear static. 

Figure 4 also emphasizes that all EM experiments theoretically have the same 
receiver sensitivity to 3D structure. The difference lies in how the incident field 
is impressed on the scattering feature by the source field. As an example, consider 
the electric fields induced in a layered earth by a linearly polarized plane wave 
source and by a horizontal electric dipole (schematically illustrated in Figure 5). 
The plane wave source induces an electric field linearly polarized in one direction, 
in contrast to the electric field created by the dipole source which is a strong 
function of radius and frequency. In general, it is only along certain lines of 
symmetry that E from a HED is linearly polarized. The far-field response of the 
dipole source is linearly polarized but the orientation of the major axis is dependent 
on the angle between the source and receiver. Thus, the electric field from the 
dipole which is incident on the scattering body is usually different geometrically, 
and sometimes different temporally, from plane wave induced fields. 

Ward (1983) illustrate these affects by computing numerically the response of 
a grounded bipole or loop located near a sedimentary basin. When the grounded 
bipole source is oriented across the basin, the conductive sediments represent a 
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Fig, 5, Schematic diagram of the electric field created by a linearly polarized plane wave source (large 
gray arrows) and the electric field of a HED (small black arrows), This illustration is a qualitative 
representation of the incident electric field "couples" differently in a geometrical sense with scattering 

body depending on the type of source. 

"short circuit" between the grounding points of the bipole and distort the source 
field. A different distortion was produced by having the source parallel to the 
structure, but not crossing it. These effects have serious implications for interpreta- 
tion and must be accounted for with modelling when recognized. Clearly the 
transmitter site for any CSEM experiment should be carefully chosen to minimize 
such responses. 

Complicated 3D modelling may not always be necessary if the scattering is from 
a structure local to the transmitter or receiver and is essentially galvanic. In this 
case, the effect at DC could be modelled as simply a "static" change in the source 
current, or receiver moment. A useful and often applied method in CSEM to 
account for such shifts uses the DC response of  Hz from a grounded bipole which 
is independent of layered earth structure. Accurate 1D interpretations can often 



452 DAVID E. BOERNER 

be obtained if the level of the data curves is normalized to this DC limit to account 
for amplitude offsets due to surficial features (Newman, 1989). Such normalization 
has the additional benefit of accounting for receiver mis-location and inaccuracies 
in estimates of the source current (e.g. G6mez-Trevifio and Edwards, 1983). 

5. Results of Deep Controlled Source Soundings 

It is impossible to devote adequate space in this review to a thorough analysis of 
all the deep controlled source sounding experiments reported in the literature. 
Instead, a few experiments which are illustrative of particular concepts in deep 
sounding CSEM will be highlighted in the following sections. In particular, the 
discussion will be categorized in terms of advantages and difficulties of controlled 
source methods. The themes of these sections are admittedly generalizations but 
should provide some insight into the utility and analysis of CSEM methods. 

5 . 1 .  S P A T I A L L Y  L O C A L I Z E D  S O U R C E  F I E L D S  

In the general quasi-static realm, the EM fields of dipole sources are a strong 
function of lateral wavenumber. This wavenumber response is manifest in the 
space domain (Table II) as an inverse power law fall-off of amplitude with radial 
distance from the source. Since an EM receiver is also a reciprocal source, all EM 
fields scattered from a 3D feature are subject to this geometric fall off. Controlled 
source methods differ from natural source techniques in that the excitation field 
also has a strong lateral decay and which effects the data even for layered earth 
models. 

Geometrical decay of the source fields may be beneficial when large scale 
(regional) structures are adjacent to the sounding location. When the coupling of 
the source with regional structures can be minimized, this capability of CSEM 
methods can partially offset the lack of sophisticated modelling tools. There is, 
however, an important trade-off to consider because of the radial decay of the 
artificial fields. Since natural source fields are thought to be relatively uniform 
over a large area and predominantly horizontal, the signal to noise ratio for a 
controlled source sounding is poor in the horizontal components and usually 
decreases with increasing offset from the source. Furthermore, the natural signal 
is non-stationary and hence stacking of the controlled source data does not neces- 
sarily give ~ improvement. It is for this reason that Wilt et al. (1983) and Spies 
(1988) advocate techniques which use a magnetic field reference to cancel the low 
frequency natural field variations in the controlled source measurement. At the 
long periods used for deep sounding, this is particularly important because the 
natural spectrum increases in amplitude as approximately 1If 2. Such noise cancel- 
lation methods have the additional benefit of producing a resultant noise spectrum 
which appears to be almost white (Nicholls et al., 1988). 

One experiment where the limited extent of the source fields was used to 
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Fig. 6. A generalized geology map of the Adirondack dome indicating the location of the source and 
receiver sites. The Precambrian uplift is surrounded by an accumulation of Paleozoic sediments which 
thicken to the south. The source location is indicated by the circle, the plus signs indicate CSEM 
receiver sites and the solid dots represent CSEM receiver sites and horizontal spatial gradient measure- 

ment  stations. 

advantage was reported by Connerney et al. (1980). A loop source (VMD) having 
a moment of (65A) • (14.6 x 10 6 m 2) --~ 10 9 A m 2 was used to probe the Precambr- 
ian shield in the northern New York State Adirondacks. This uplift is dome-like, 
nearly circular, approximately 200 km in diameter and is surrounded by surficial 
deposits of conductive Paleozoic sediments. Sediment accumulations are thickest 
to the south of the dome. The transmitter location for deep sounding was chosen 
near the geometrical center of the dome (Figure 6). 
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Fig. 7. Vertical and total horizontal magnetic fields reported by Connerney et al. (1980) over the 
Adirondack dome at 0.05 Hz. The accepted model response is plotted with solid lines. The dotted 
fines indicate stations situated in the south-east portion of the dome near the thickest accumulation 

of Paleozoic sediments. 

Three components of the magnetic field were recorded at periods ranging from 
one to twenty seconds transmitted from a source loop, approximately 4 km in 
diameter. Receiver separations from the center of the source loop ranged between 
20 and 65 km. Figure 7 shows the amplitude of the vertical and total horizontal 
magnetic fields observed for a source waveform period of 20 seconds. The data 
are normalized by the fields of a magnetic dipole in free space and the data are 
shown as symbols (solid dots for Hz and open dots Hr) with the EM response of 
the accepted model plotted as solid lines. As the distance from the source is 
increased, the magnetic field tilts from the vertical towards the horizontal. The 1D 
model response indicates that separations of well over 100 km would be required to 
be in the plane wave field of this source (i.e. when Hr >> Hz) at 20 s periodicity. 

Near the source, the horizontal field component is much smaller than the vertical 
component and is contaminated by larger components of natural signal. However, 
the horizontal field is generated purely by induction and consequently is more 
sensitive to changes in conductivity with depth than the vertical field (which has 
a primary component from the source). The combination of sensitivity and low 
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Fig. 8. The magnitude of Hr/H~ computed for a uniform halfspace as a function of lOgl0(r/6), where 
is skin depth. This curve can be used to estimate the apparent conductivity from the magnetic field 

ratios for a magnetic dipole source. 

amplitude is a concern because non-orthogonality or inclination of the EM source 
and/or  receiver will introduce signal into the radial magnetic field measurement  
(see Wilt et al., 1983 and Fullagar and Oldenburg, 1984). If this extra signal is 
not accounted for in modelling, it will erroneously be interpreted as a conducting 
layer. In this fashion, magnetic field measurements from an inductive source can 
be strongly susceptible to mis-orientation due to local topography. 

Figure 8 illustrates the magnitude of Hr/Hz for a uniform halfspace as function 
of source/receiver separation normalized by skin depth, that is, r/8 where 
6 = \/2/~o/ztr. To  satisfy the data of Connerney et al., the ratio H,./Hz must be 
approximately 0.5 at 0.05 Hz with the receiver 50 km from the source. These 
values implies that r/8 is approximately 10 -~ which in turn yields an apparent 
conductivity of almost 10 -3 S/m, at least an order of magnitude larger than the 
10 4 S/m found from higher frequency (shallower) EM data by Nekut  et al. (1977) 
and DC resistivity soundings performed by Cantwell et al. (1964) and Anderson 
and Keller (1966). While this simplistic calculation does not provide an interpre- 
table result, it is clear the low frequency EM data support the notion of an 
increase in conductivity at depth. However ,  an important question is whether the 
conductive sediments surrounding the dome are responsible for the observed 
response, or is it some deep layer? Given the location of the source and the lateral 
distance between the furthest station and the sediments, it seems unlikely that 
these sediments are capable of generating such a large horizontal magnetic field. 
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This bold, qualitative statement could be verified to some extent by examining 
the data for indications of 3D effects. At large offsets compared to the source 
loop size on a 1D earth, the horizontal magnetic field is purely radial from the 
source center. Some researchers (e.g. Wilt et al., 1989) have used the magnitude 
of the ratio I Ho/Hr  I to indicate deviations from one dimensionality, but Connerney 
et al. (1980) do not present or discuss the Ho data. For this particular experiment 
the gross structure of the surficial conductivity is approximately concentric about 
a VMD source and Ho may not be a useful indicator of lateral structure. 

Another dimensionality test is to compare the soundings from various radial 
profiles extending outward from the center of the dome. On a 1D earth (or 
cylindrically symmetric earth, concentric with the source) these profiles should all 
be identical. However, when the data is grouped geographically there is a trend 
of increasing conductivity (larger horizontal magnetic field at the same separation) 
towards the thicker sediments in the southern part of the dome (dotted lines in 
(7)). 

In an attempt to resolve the influence of the lateral conductivity structure for 
this sounding, the horizontal magnetic field observed on a radial profile away from 
a magnetic dipole source situated on an inhomogeneous thin sheet (Vasseur and 
Weidelt, 1977) was computed (Figure 9). The center of the sheet has a conductance 
of 1 S, while the exterior of the sheet was either 1, 10 or 50 S. The data points in 
(Figure 9) are those reported by Connerney et al. (1980) and it is certain that, 
while the sediments may affect the data for stations near the edge of the dome, 
the magnitude of the horizontal magnetic field is not explained by the lateral 
structure alone. Thus, it appears that the limited spatial source field permitted 
sounding through a resistive "window" to detect a conductive layer in the lower 
crust. 

The natural source soundings in this region principally consists of horizontal 
spatial gradient (HSG) work by Connerney and Kuckes (1980), as well as some 
longer period geomagnetic variation studies (Greenhouse and Bailey, 1981). The 
Connerney and Kuckes (1980) work is more relevant and indicates the top of a 
conducting layer at a slightly greater depth (30 km) than the controlled source 
work (23 km). HSG processing relies on the assumption that the only natural 
magnetic field in the vertical direction is caused by a gradient in the source field 
(e.g. Berdichevsky et al. (1969), Schmucker (1970); see also Fiskina et al. (1986) 
who discuss HSG for CSEM). The discrepancy between the HSG and CSEM may 
be the contribution due to lateral current flow induced in the Paleozoic sediments 
creating an anomalous Hz field. The four stations used in the HSG analysis were 
all less than 40 km from the edge of the sediments. Certainly both data sets are 
influenced by the sediments, although the HSG is probably more sensitive to this 
lateral structure. Without further modelling of the natural source experiment, it 
is difficult to be confident in the 1D HSG interpretation and correlation with the 
CSEM. 
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Fig. 9. A model study of an inhomogeneous thin sheet which is resistive in the center, but has higher 
conductance on the exterior. The conductance of the exterior part of the sheet was 1, 10 or 50 S. The 

data of Connerney et al. (1980) at 0.05 Hz are also plotted. 

5.2. SOURCE MOMENT 

The strong geometrical  decay of controlled source fields has quite naturally re- 

sulted in efforts to increase the source m om en t  (e.g. Keller et al., 1984, Velikhov 

et al., 1986). Equat ion (5) shows that increasing the source momen t  proport ional ly 
increases the ampli tude of the E M  fields. There  are two methods of increasing 

the source moment ;  increasing the source current,  and increasing the length (or 

area) of  the source. The current strength can be easily increased to rather  large 
values but is then constrained by the cost and weight of the t ransmit ter  system, 
by the difficulties of controlling the high power  switching electronics required for 

a periodic source, and by safety considerations. While extracting low level signals 
f rom a high-noise environment  is an attractive compliment  to increasing the source 

momen t  (Section 5.1), it is not an alternative. In general, the t ime-averaged 
momen t  of  the EM source must be large enough to permit  adequate  penetrat ion 
of the fields and recovery of low ampli tude signals through data processing. 

5.2.1. Source Current Strength 

Astrakhantsev et al. (1979) used a magnetohydrodynamic  (MHD)  generator  to 
generate  current for a one ki lometer  square wire loop near  Sverdlovsk in the 
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Fig. 10. A simplified geology map in the region of the MHD study by Astrakhantsev et al. (1979) 
illustrating the complicated geoelectric structure in the vicinity of the EM sounding. The square 

indicates the source location while the solid lines indicate the two profiles discussed in the text. 

eastern Urals (Figure 10). The M H D  generator  essentially transforms plasma 

energy into a Hall  current which can be fed into a loop or grounded source wire. 

The advantage of M H D  sources is the t remendous  output  power  which can be 
generated relative to the physical size and weight of the generator.  However ,  the 
current  waveform is not easily controlled and deconvolution of the source response 
is essential. For  this survey, data were collected with a narrow band receiver at 
individual frequencies and source deconvolution reduced to normalization by the 

current amplitude. 
The M H D  generator  achieved a source m omen t  of (3.8 • 104 A) x (106 m 2) = 

3.8 x 10 l~ A-m 2 and the field components  observed were Er Er, Hr and Hz up 
to 88 km from the loop source. While this source momen t  is only 40 times greater  
than Connerney et al. (1980) obtained,  the source area was 15 times smaller. Since 
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the source was "fired" only occasionally, the time-averaged moment of the source 
may be comparable to that of Connerney et aI. 

Figure 11 shows the distribution and length (scaled by r 2) of the electric field 
measured around the loop source. There are clearly strong lateral affects in the 
electric fields, particularly in the amplitude, although the orientation of the vectors 
is also disturbed (Table II indicates that the electric field should be oriented in 
the 0 direction). The surficial geology in the survey area consists mostly of sedimen- 
tary rocks with granitic basement exposed in several locations. Such structures can 
be expected to have relatively large lateral conductivity contrasts which probably 
generate the strong variations in the electric field amplitude and direction. 

The erratic behavior of the electric field data caused Astrakhantsev et al. (1979) 
to interpret only the magnetic field data, however the lateral geological heteroge- 
neity implied by the E data should be kept in mind during the interpretation. 
Under the assumption that tylr I ~1, and apparent conductivity for the MHD data 
was defined from the ratio I Hr/Hz I. For small induction numbers, Hr is pro- 
portional to wo'/r on a halfspace, while Hz is proportional to just r -3, even on a 
layered earth. This situation is known as sounding in the resistive limit (e.g. 
Esparza and G6mez-Trevifio, 1987), and including Hz in the apparent conductivity 
definition is meant to account for uncertainties in site location and in the source 
current strength (but not for scattered fields). 

Figure 12 is a plot of apparent conductivity for the two radial profiles (shown 
in Figure 10) reported by Astrakhantsev et aI. (1979), each of which show markedly 
different features. The solid line in this figure is a synthetic sounding curve for a 
layered earth expressed (apparently) as a resistive limit apparent conductivity. 
The distortions in the NS profile are due to surficial inhomogeneities as confirmed 
by shallow soundings. Hz, which becomes independent of o-(z) as ~o--+ 0, is not 
significantly different from the theoretically predicted field, signifying only small 
scale 3D scattering. On the EW profile, Hz is severely disturbed and is a factor 
of 1.5 smaller than predicted. The anomalous Hz field correlates with a strong 
increase in the amplitude of the horizontal magnetic field giving a large apparent 
conductivity. This feature is interpreted as a fault by Astrakhantsev et al. (1979) 
and is thought to strike NS. The dip of the fault was estimated at 45 ~ from the 
deep soundings and shallow inductive source soundings where the fault is exposed. 
Without data at several frequencies, or multiple source/receiver sites near the 
postulated fault zone, the conclusions regarding the nature of the fault are difficult 
to verify. Such a conductive and elongated feature should be an effective current 
channel and would be evident in the electric field data. 

The assumption of small induction numbers used for deriving the apparent 
conductivity should be confirmed (or refuted) to determine the validity of the 
apparent conductivity definition. Figure 13 shows the correction factor that would 
have to be applied to the apparent conductivity definition used by Astrakhantsev 
et al. (1979) as a function of normalized distance. The small induction number 
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Fig. 11. The  distribution of the near  source measu remen t  stations around the VMD source used by 
As t rakhantsev  et al. (1979) showing the scaled electric field vectors (plotted as ]EfrZ). 
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Fig. 13. Correction factor required to adjust the level of the resistive limit apparent conductivity 
calculations used by Astrakhantsev et al. (1979) when I~,lr I is not necessarily small. The correction 

values are plotted as a function of lOgl0(r/8). 
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assumption is valid when the correction factor is approximately one. This plot 
indicates that saturation begins to limit the amount of current induced in the 
halfspace as l ylr I ~ 1. In contrast, the small induction number limit implies Hr is 
proportional to frequency, so apparent conductivity defined for data which exhibit 
the saturation response (i.e. l ylr[ is of order 1) must be biased downwards. At 
1 Hz, r = 30 km, and o-= 5 x 10 .5 S/m, r /6~ -10  -~ and hence the apparent 
conductivities reported by Astrakhantsev et al. (1979) may be too small at the 
most distant stations. 

A conductivity-depth section was interpreted by examining the geometrical 
behavior of the magnetic fields along the NS profile and then using 1D forward 
and inverse modelling. The resistive middle crust is probably not well resolved by 
the magnetic field data alone (since it is purely PM mode), but an upper limit on 
the conductivity of resistive layers can usually be established with some certainty. 
The CSEM data support an increase in conductivity with depth, with a much more 
conductive lower crust than indicated by the apparent conductivity. However, the 
authors report that MT sounding results (unreferenced) indicate a longitudinal 
conductance of 50-150 S (to an unspecified depth in the crust) in this area, while 
the CSEM suggests only 0.7-3.5 S. This two order of magnitude difference is 
disconcerting. Without knowing if the MT curves were shifted to a deep conduc- 
tivity reference curve or corrected in some other manner for static distortions, it 
is difficult to compare the the 1D interpretation of both methods. Static effects 
are relatively small in the controlled source data (i.e. at most a factor of 1.5 in 
Hz (on one profile) and the electric fields were not used in the interpretation) and 
so the conductance determined by CSEM may be more appropriate for the upper 
crust. 

5.2.2. Source Dimensions  

Logistics are often more important in determining the spatial extent of the source 
than experimental design. As well, there is a point of diminishing return when 
extending a source length to increase the moment because of the geometric fall- 
off from the far ends of the bipole. In general, the source achieves only an 
"effective" moment, determined by the 2D limit. An important consideration in 
increasing the source dimensions is that it becomes increasingly difficult to find 
geologically homogeneous regions in which to place the source. 

One important method of obtaining extremely large source dimensions takes 
advantage of unused telephone or power lines (e.g. van Zijl, 1969; van Zijl et al., 
1970; van Zijl and Joubert, 1975; Blohm et al. 1977; Duncan et al., 1980; Constable 
et al., 1984). This can permit current electrode separations exceeding several 
hundreds of kilometers. The major difficulty with using available man-made struc- 
tures for EM sources is that the transmitter invariably crosses different geological 
terrains and may not be suitably placed to reduce the EM response of regional 
structures or to test the dimensionality of the earth, van Zijl and Joubert (1975) 
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reported three soundings in South Africa which were centered on exposed granitic 
basement, but extended past the boundaries of these tectonic areas. To demon- 
strate lateral uniformity in the vicinity of the receiver, the typical in-line Schlum- 
berger configuration was modified by locating the receiver some tens of kilometers 
on a perpendicular bisector from the transmitter. There was very little change in 
the apparent resistivity curves suggesting local homogeneity near the bipole center. 
Considering the reciprocal nature of EM sounding, it should be equally important 
to show that the location of the current electrodes did not produce the lower 
potential recorded at large offsets (this is usually done by conducting two soundings 
in nearly orthogonal directions). Of course, these experiments were performed 
where transmission lines are available and independent dimensionality checks may 
be impossible. It is perhaps significant that the sounding curves obtained by van 
Zijl and Joubert (1975) from quite different geological settings are all very similar 
(as are the results from other deep soundings in South Africa) and this provides 
confidence in their interpretations. 

Lienert and Bennett (1977) and Lienert (1979) report on EM soundings made 
from a 2D source. In these experiments, the horizontal and vertical magnetic fields 
were observed from a 1400 km long power line near the northwest portion of the 
Basin and Range province (Figure 14). The source carried a square wave current 
of 270 to 298 A. Amplitude and phase of the signal at the fundamental plus the 
odd harmonics of the square wave at a period of 600 seconds were recorded up 
to 70 km from the power line. The data were interpreted in terms of image theory 
and layered earth models, but in both cases, the source was modelled as an 
infinite line current. Numerical models using Lienert and Bennett's interpreted 
conductivity structure for a 1D earth suggests that it is sufficient to model the 
source as 2D when the site is more than 400 km from a grounding point (this may 
invalidate some of Lienert's (1979) interpretations as his profiles extend to within 
75 km of a grounding point). However, the affects of current channelling in the 
data should be addressed before interpretation with simplistic models. 

The amplitude data from Lienert and Bennett's (1977) profile are remarkably 
symmetric about the source and do indicate a trend of increasing conductivity 
detected at longer periods (Figure 15). The phase data show more scatter and less 
evidence of symmetry than do the amplitude data, particularly at higher frequenc- 
ies (probably because of the reduced amplitude at higher harmonics). However, 
Lienert and Bennett (1977) show by sensitivity studies that their inversion is 
controlled mainly by the phase of Br and Bz at low frequency, but only by the B z 

phase at high frequency. Considering the scatter in the Bz phase, the upper crust 
is probably not well resolved, but overall the data are well behaved and fit a one 
dimensional model reasonably well. 

The data of Lienert (1979) are taken from eight profiles across the transmitter 
and show less symmetry and more scatter than Lienert and Bennett's (1977) one 
profile. As with other surveys, some indication of dimensionality or lateral source 
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Fig. 15. An example of a profile published by Lienert (1977) which shows the amplitude and phase 
of the horizontal and vertical magnetic fields from a power line source located at 0. The dotted line is 

the response of the preferred model (also illustrated). 
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effects could have been derived from magnetic fields parallel to the power line, 
but these were either not recorded or not reported. It is clear that most of the 
data are disturbed by the complicated geology in the region consisting of sedi- 
ments, volcanics, intrusives and metamorphic rocks. One striking example is the 
effect of the Sierra Nevada batholith on the west side of the transmitter on profile 
line H-I which appears as a clear decrease in amplitude of the horizontal magnetic 
field over the resistive batholith. However, there are the common features in the 
data from all profiles which suggest a conductive feature at depth (or located 
laterally from the source). 

Wannamaker (1983) finds no evidence for the deep conductor reported by 
Lienert and Bennett (1977) and Lienert (1979), but his MT data were collected 
on the eastern side of the Basin and Range province, a large distance from the 
receiver sites. Wannamaker (1983) did show that sedimentary basin fill in the 
province is highly conductive. Mackie et al. (1988) used MT data from the western 
side of the Sierra Nevada batholith and also find no evidence of high crustal 
conductivity to the east of the batholith. These data, however, are much more 
sensitive to the conductivity of the ocean and the oceanic mantle than the inland 
crust. Incidentally, the transverse resistance for the oceanic lower crust estimated 
by Mackie et al. (1988) is remarkably similar to that obtained by Cox et al. 

(1986) (i.e. between 2 and 5 • 109 f~-m z) in a novel seafloor CSEM experiment. 
Schmucker (1970) performed a geomagnetic depth sounding experiment to the 
north of Lienert and Bennett's (1977) profile and required a conductive feature 
at 40 km depth to explain the data, but the depth and conductivity of this feature 
are not well resolved. 

Wannamaker (1983) suggested that the assumption of a 2D source by Lienert 
and Bennett (1977) and Lienert (1979) might not be appropriate because of 
Towle's (1980) experience with the same power line. ToMe (1980) was conducting 
a geomagnetic depth sounding study near the power line when the positive side 
of the +400 V supply failed. The emergency grounding of the line and resulting 
current imbalance lasted several minutes before transmission in the line was finally 
halted. Towle (1980) interpreted the magnetic field from this nearly DC transmitter 
in terms of current channelling and found that some 50% of the transmitted 
current was returning along a path less than two kilometers from the line. This 
incredibly large amount of current is based on computing the difference between 
the theoretical DC magnetic field for a 1D earth and the actual measured field. 
However, the current used in the calculation of the primary field was the maximum 
rated current for transmission in the balanced line (1730 A at 1.4 x 109 W). An 
independent estimate of the current in the unbalanced line can be obtained from 
observations of Hz very close to the line, assuming the primary field is much 
stronger than the secondary field at this point. The data from a station 8 km from 
the line suggests that the current in the unbalanced line was actually 872 A, 
almost exactly 1/2 that used in Towle's calculation. When the primary fields are 
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Fig. 16. Secondary vertical magnetic field amplitude at very low frequency from the 1400 km long 
Pacific Northwest-Southwest Intertie power line (see Figure 14). The dotted line is the field calculated 
from data given in Towle (1980) assuming a source current of 1730A while the solid line is the 
secondary field computed assuming the secondary field at the closest station (8 km) is insignificant 
relative to the primary field. The observed field at 8 km from the source was approximately 21 nT 

which corresponds to a current of 872 A. 

recalculated using this current,  the secondary field at most  sites is often within the 
quoted measurement  error  (see Figure 16) and so contingent on determining the 

actual current in the unbalanced line, there is little evidence of current channelling 
in Towle 's  data. 

5.3. D A T A  R E D U N D A N C Y  

There  are essentially two, equally important ,  forms of data redundancy. Signal 

stacking and noise cancellation techniques can effectively reduce the requirements  

for large source moments  by recovering low amplitude signals. However ,  if the 

earth is quasilayered, repeated  spatial sampling can also be used to reduce noise 
and the response of structure too small to be resolved by the E M  measurement .  
A very important  advantage of controlled source experiments  is that at large signal 

levels a high amount  of data redundancy can be achieved without significant 
expense. 

Spatial averaging has previously been applied to CSEM (e.g. Garg and Keller,  
1986) but a particularly dramatic  example of the method 's  effectiveness can be 
seen in the data f rom a large loop E M  survey in the Kapuskasing uplift region in 
the Superior  province of Nor thern  Ontario.  The Kapuskasing structural zone is 
interpreted as an exposure of high-grade metamorphic  rocks along a Proterozoic 

thrust fault through the Archean crust. Two recent controlled source EM sound- 
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ings (Kurtz et al.,  1989; Bailey et al.,  1989) have been conducted over the region 
with the inductive source UTEM system (West et al.,  1984). The data consist of 
the step response vertical magnetic field from several loop sources which were on 
the order of 4-6 km 2 in area. Receiver profiles crossed through the loop and the 
largest offset from the center of the loop was on the order of 10 km. The current 
in the loop was only 1 A, giving a source moment of approximately 2.5 x 107 A- 
m 2. The Kapuskasing surveys are quite different from the other published inductive 
source deep sounding experiments because of the weak source moment. Also, 
measurements were made quite near the source, only the Hz component was 
observed and the lowest frequency attainable was the source waveform repetition 
frequency of 31 Hz. 

There is tremendous redundancy in the combined data sets with 14 loop locations 
and several hundred receiver sites (Figure 17). Figure 18 shows a subset of the 
data as a set of profiles through transmitter loop 6 (Bailey et al.,  1989), where 
each profile line represents the average amplitude of ~ in a different time sample 
window. All data are presented as a normalized percentage of the measured 
primary field. The lack of symmetry about the source is immediately apparent, as 
is the rapid spatial variation of the early time data. On the western edge of the 
profile, the relatively smooth spatial variation at late time and at large distance 
from the loop edge is representative of a layered earth response. The near surface 
structure does not cause significant distortions in the late time data because the 
Fr6chet derivative of the measurement to near surface structure is quite small 
(e.g. Figure 2, the step response sensitivity function). 

The interpretation of the deep conductivity structure is based on Depth Image 
Processing (DIP, Macnae and Lamontagne, 1987) which essentially estimates the 
cumulative conductance based on the acceleration with depth of the induced 
current system. DIP apparently works well when the earth is quasi-layered and 
has the additional benefit of performing a certain amount of lateral smoothing. 
Although DIP may produce a depth-conductivity section which is similar to the 
actual structure, the procedure is not an inversion and there will always be some 
loss of fidelity from the original data. As with all depth-section displays, the DIP 
output is difficult to appraise in terms of the fit to the original data, data variance 
and data scatter. 

The interpreted depth section, Figure 19, shows near surface structure and two 
layers embedded at two and five km depth in a very poorly conducting material 
(a gneiss, probably <2 • 10 .5 S/m, but not well resolved by the data). The two 
deeper layers have slightly larger conductivities than the background, approxi- 
mately 2 x 10  - 4  S/m. Forward modelling of the interpreted depth section shows 

~-- Fig. 17. Locations of the source loops used in the Bailey et al., 1989 and Kurtz et al., 1989 UTEM 
surveys near the Kapuskasing structural zone. 
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Fig. 19. The Depth Image Processing pseudo-section of interpreted conductivity versus depth. Aside 
from some surficial features there are two conductive layers at approximately 2 and 5 km. The general 

increase in conductivity with depth below 10 km is not well constrained (after Bailey et al., 1989). 

that for the parameters  used in the U T E M  surveys the difference in Hz between 

a background halfspace and a model  containing the interpreted conducting layers 
is of  the order  of five to ten percent  (but is strongly dependent  of source/receiver  
offset). The variability in the data because of near  surface conductors (mostly 
clays) is sometimes an order  of magnitude larger the response f rom the layers (see 
Figure 18). Without  several hundred measurements  over  a wide time band,  the 
common features of a conductive layer at depth would have been difficult to 
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interpret with any certainty. Inversion of a selected subset of the data agrees quite 
well with the DIP interpretation (Bailey et al . ,  1989). 

The natural source data collected in the area (geomagnetic depth sounding 
(GDS): Woods and Allard, 1986, MT: Kurtz et al . ,  in preparation) indicated that 
the electrical structure of the middle and upper crust was relatively uniform 
laterally along a 100 km tong profile. Much of the data are distorted by surficial 
features, but the average conductivity of this part of the crust was estimated at 
2.5 x 10 -s S/m. An increase in conductivity starting about 12 km is detected in 
the MT data and there is a hint of this also in the UTEM data. However, the 
agreement between the cumulative conductance estimates determined by each 
method is excellent for the middle and upper crust, although neither technique 
has the facility for resolving the conductivity of the host. 

5 . 4 .  M O D A L  CONTRIBUTIONS 

A very important difference between natural source methods and CSEM for a 
layered earth investigations is that TM mode current flows can be generated by 
artificial sources. Since the TM mode is sensitive to the charge on conductivity 
gradients it is possible to resolve resistive as well as conductive layers. Joint 
interpretations of data from different experiments which individually yield the TM 
mode and PM modes have occurred quite often in the literature (e.g. Vozoff and 
Jupp, 1975; Drews et  al . ,  1989; H6rdt, 1989). A less common application of this 
enhanced interpretation method is to generate both modes with a grounded bipole 
source and measure all components of the EM fields (which ensures sensitivity to 
both PM and TM modes of current flow). Many sounding experiments have 
employed grounded bipole sources, either as DC resistivity sources or in a mode 
called Long Offset Transient EM (LOTEM, e.g. Keller et al. ,  1984; Strack, 1984; 
Strack et al . ,  1989b). While there are many variations on the basic LOTEM 
configuration, the most common sounding technique is to observe the vertical 
magnetic field (PM mode only). More recently, measurements of the electric field 
have been made as well. The vertical magnetic field method of sounding can be 
very effective where the earth is quasi-layered and if 1D conductive targets are of 
interest (see Gunderson et al . ,  1986 for examples of 3D responses). However, 
when it is important to detect the resistive features, or to understand 3D scattering, 
incorporating the horizontal electric and magnetic fields into the interpretation 
can result in significant improvements in resolution. Two excellent examples of 
the resolution improvement by incorporating electric field data in a 1D inversion 
were reported by Strack et al. (1989b) and Vozoff et al. (1985), albeit for relatively 
shallow studies (i.e. ~2 km). 

The first example, Strack et al. (1989b), was from a producing oilfield in western 
Europe where seismic reflection data indicated the geological strata were pre- 
dominantly horizontal. Layered earth inversions were used to show that the mag- 
netic field data were sensitive to the depth of the resistive layer at 2 km, but only 
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Fig. 20. A model derived from MT measurements near the Rhinegraben (indicated by a high surficial 
conductance. The conductive layer at a depth of almost 15 km on the east side of the Rhinegraben is 
below the region of LOTEM soundings. The upper crustal conductivity above the conductive layer is 

approximately 0.001 S/m (after Wilhelm et al., 1989). 

by incorporating the electric field data was it possible to resolve the conductivity 
(4 • 10 .3 S/m) and thickness of the layer. It was also demonstrated that relocating 
the source did not affect the interpretation, verifying the assumption of one 
dimensionality. In the second example (Vozoff et al . ,  1985), the authors showed 
that electric fields could be used to constrain the conductivity of a carbonate layer, 
the depth of which had been determined by seismic reflection and drilling. The 
significant achievement of this survey was in mapping the lateral change in porosity 
of this hydrocarbon reservoir. 

L O T E M  has also been used for deep crustal studies (e.g. Strack et al. ,  1990; 
de Beer  et al. ,  1991; Skokan and Anderson,  1991), but usually only for PM mode 
measurements.  MT and L O T E M  measurements were made in the Black Forest 
as a component  of the multidisciplinary studies for the selection of the drill 
site for the German Continental Deep Drilling Program (KTB: Kontinentales 
TiefBohrprogramm; Wilhelm et al. ,  1989). A schematic of the 2D interpretation 
from the MT data is given in Figure 20 which shows a conductive zone at a depth 
of approximately 15 km on the eastern side of the Rhinegraben where the L O T E M  
survey was carried out. The MT data (and GDS data) showed pronounced indi- 
cations of multi-dimensional EM responses, but the spatially confined L O T E M  
source fields were certainly less affected by the conductive sedimentary fill of the 
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Rhinegraben. However, while the LOTEM and MT/GDS interpretations both 
detect conductive zones at depth, there is some discrepancy between the preferred 
models from each technique. One dimensional inversions of the LOTEM data at 
multiple stations and from two different transmitter locations indicate a laterally 
uniform upper crust with a zone of enhanced conductivity at depths of 7-9 kin, 
at last 500 m thick. Wilhelm et al. (1989) suggest that since the shortest period 
MT data is at 10 s, it is possible that the zone detected by CSEM experiment was 
not resolvable in the MT. An alternative explanation suggested by Jones (1991) 
is that the MT data are "static shifted" (e.g. Jones, 1988). The MT model consists 
of 0.001 S/m layer overlying a 0.1 S/m layer at a depth of 12kin, whereas the 
LOTEM results indicate that the uppermost part of the crust is some 0.0025 S/m 
with a conducting zone of some 0.25 S/m (Strack et  al . ,  1990). Assuming that the 
upper crustal conductivity should be the same for the two models, the MT data 
should be shifted by afactor ~ which gives a depth (for a 1D model) of some 
7.5 km or the top of the conducting zone. This depth agrees with the LOTEM 
results and also correlates spatially with a pronounced low velocity layer between 
depths of 7-14 kin, above a laminated lower crust (Wilhelm et al. ,  1989; Strack 
et al . ,  1990). 

5.5. NEAR SOURCE EFFECTS 

Very interesting and instructive examples of deep controlled source soundings are 
experiments with the MHD generating station "Khibiny" located on the Kola 
peninsula (Velikhov et al . ,  1986). A sketch of the coastal topology and source 
geometry is shown in Figure 21. The source is notable not only for the tremendous 
output power and large distances at which the fields can be detected for ultra deep 
sounding, but also for the location on the coast. The source bipole is grounded 
into the sea bed on either side of the Sredny Peninsula which results in such a 
low contact resistance that the system is capable of generating some 22 000 A of 
current. A typical current pulse is almost rectangular in shape and has a duration 
of five to seven seconds. In general, all five components of the EM fields were 
recorded at remote receiver sites with radio synchronization for relative timing 
control. 

The MHD source configuration presents some theoretical difficulties because 
much of the current in the system will find an almost horizontal return path 
through the sea water and only a fraction of the current will penetrate the earth 
through the grounding points. Dyakonova et al. (1983) used a layered earth 
conductivity structure determined from magnetotelluric soundings and were able 
to model the geometric decay of the low frequency electric fields from the MHD 

<--- Fig. 21. Geographic location of the Khibiny magnetohydrodynamic (MHD) generating station. The 
labeled points are receiver locations which were used in the interpretation by Vanyan et  al. (1989). 
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generator out to 400 km by representing the MHD sources as a grounded dipole 
source. The calculated magnetic field response of this model, however, was much 
lower in amplitude than the measured response. In fact, Dyakonova et al. (1983) 
found that the response of the proposed model was much closer to the data when 
the source was represented by distributing the current between superimposed 
electric (20%) and magnetic (80%) dipoles. The center of the effective VMD was 
determined to be just north of the Ribatchy peninsula (Figure 22). This study 
illustrates how the deleterious effects of near surface conductors could be ad- 
dressed by determining an equivalent source distribution. The fields from this 
equivalent source can then be used for interpretation of deep structures without 
resorting to complicated models of the near surface. 

The difficulties inherent in modelling the Khibiny MHD source are apparent in 
that most of the interpretation is based on the DC electric fields. Velikhov et al. 

(1986) present low-frequency isoline maps of the total electric field amplitude and 
the vertical and horizontal magnetic field components (Figure 22). These maps 
should be an essential first step in interpretation for they clearly define major 
crustal blocks and anomalous zones of conductivity (e.g. the graphitic Pechenga 
and Varzuga zones). Although the absolute levels of apparent conductivity or 
conductance defined by the data are in question because of the complicated coastal 
effect, the relative changes in the data are still important for defining lateral 
structure. 

Vanyan et al. (1987, 1989), and Kaikkonen et al. (1988) model the Baltic 
shield as a thin resistive sheet (defined by transverse resistance) adjacent to the 
conductive Barents sea (defined by conductance). Below the thin sheet, the model 
consisted of a resistive upper crust and an infinitely conductive basement. These 
studies were meant to address the effect of near surface heterogeneity near a 
CSEM transmitter, and the subsequent resolution of layered earth structures 
beneath the laterally inhomogeneous thin sheet. The data consist of apparent 
conductivity defined from the modulus of the total electric field, a definition which 
ignores any directional information. Vanyan et al. (1989) found that by including 
the conductive Pechenga and Varzuga graphite zones in the model, a remarkably 
good fit to the data could be obtained up to 200 km from the source. Beyond 
200 km, the data are scattered enough that the apparent conductivity curve could 
turn up, signifying the conductive base to the crust, or continue to decrease 
providing no evidence of deep conductivity (Figure 23). The profile which extends 

Fig. 22. Figure (a) shows the isolines of [E[ in mV/km at low frequency, the orientation of the electric 
field vector (solid arrows) and the orientation of the horizontal magnetic field vector (dashed arrows) 
for the Khibiny MHD source. Note that E and HHorizontal are rarely orthogonal. Figure (b) shows 
vertical magnetic field isolines (solid lines) and the magnitude of the horizontal magnetic field (dotted 
lines). The estimated configuration of the magnetic dipole part of the MHD source currents is sketched 

in the northern part of the Ribatchy peninsula as a set of flow lines (from Velikhov et al.,  1986). 
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Fig. 23. A conductivity profile devised by Vanyan et al. (1989) based on the amplitude of the total 
electric field vector at each measurement site. The huge increase in conductivity before 200 km is due 
to a conductive graphite zone, but the general trend is to an increasingly more resistive crust with 
depth. The solid line is the response of an inhomogeneous thin sheet model overlying a layered earth. 
The increase in conductivity at long periods is supported by the profile into Finland (see Figure 17). 

into Finland seems to support the deep conductor model. Vanyan et al. (1989) 
show that the resistance of the upper layer correlates well with that determined 
by magnetotellurics, although the MT average apparent conductivity is very small 
(poorly resolved ?) at ~4 • 10 .6 S/m. 

5.6. APPARENT CONDUCTIVITY 

Apparent conductivity is a very useful indicator of trends and levels in the data 
and can remove some of the effect of the transmitter/receiver configuration. 
Apparent conductivities do contain certain artifacts, even for 1D models, and are 
probably better defined as a tensor for CSEM surveys in which multiple compo- 
nents of the EM field are recorded (e.g. Bibby, 1986). The physical meaning of 
apparent conductivity can become quite complicated for data collected in complex 
geological environments. Caution should always be used in assigning an interpreta- 
tion to apparent conductivity. 

One example of complications arising from trying to interpret apparent conduc- 
tivity is contained in the work by Heikka et al. (1984) who conducted a deep 
sounding experiment at two receiver sites in Finland using the fields from the 
Khibiny MHD station. The authors make the perplexing observation that a site 
at 193 km from the transmitter (Ivalo) is in the far-field of the source while a co- 
linear site at 333 km (Sodankyl~) is not (Figure 24). This conclusion is based on 
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Fig. 24. The interpreted apparent conductivity curves as a function of the square root of period for 
the MHD soundings in Finland (after Heikka et al.,  1984). The solid curves are computed from the 
full definition of the electric field on a halfspace, while the dashed curves are computed from the far- 
field limits of these expressions. Also indicated are diagonal lines showing the depths to a perfect 
conductor, and the conductance as a function of period. The shorter period AMT data at the same 

sites is shown on the left of the plot. 

c o m p a r i s o n  of  two a p p a r e n t  conduc t iv i ty  e s t ima tes  at  each  site; one  c o m p u t e d  

f rom the  far-f ie ld  l imit  of  the  e lec t r ic  field on  a ha l f space ,  and  the  o t h e r  c o m p u t e d  

f rom the  gene ra l  exp res s ion  for  the  e lec t r ic  field on a ha l f space .  W h e n  these  two 

ca lcu la t ions  y ie ld  a cons i s ten t  a p p a r e n t  conduc t iv i ty  the  au thor s  m a i n t a i n  the  da t a  

were  r e c o r d e d  in the  far-f ield.  D a t a  which  we re  d e e m e d  far- f ie ld  were  subsequen t ly  

i n t e r p r e t e d  in t e rms  of  p l ane  wave  mode l s ,  m a k i n g  tes t ing of  the  far- f ie ld  con- 

d i t ions  a crucia l  s tage  in the  i n t e r p r e t a t i o n .  

I t  is an a d m i t t e d l y  difficult  t a sk  to  dec ide  w h e n  d a t a  a re  r e c o r d e d  in the  far-  

field o f  a source  for  c o m p l i c a t e d  geo log ica l  e n v i r o n m e n t s  s ince the  sca t t e red  fields 
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Fig. 25. Examples of the measured electric field at Sodankyl~i from the MHD generator at the Khibiny 
station. The low frequency amplitude of the total electric field is approximately 4 mV/km (from Heikka 
et al., 1984). Using this value in the apparent conductivity formulas leads to an order of magnitude 

increase in conductivity at the Sodankyl/i site compared with that presented in the previous figure. 

can be expected to have significant wavenumber components. One particular 
problem with comparing two apparent conductivities based on the electric fields 
is that these quantities can be highly biased by local conductivity structures. 
Measurements made on a small, but highly resistive feature will result in a small 
apparent conductivity which may not be appropriate for describing the regional 
characteristics of the EM fields. Sodankyl/~ is located near the central Lapland 
granite massive and the Ivalo site is on the conductive northern portion of a 
granulite belt. Using the calculated apparent conductivities, at Sodankyl~i l yar I = 
2.1, whereas at Ivalo l yar I = 3.8 at 1 Hz. If the reported apparent conductivities 
are representative of the crust, Ivalo is much closer to meeting the far field 
condition than Sodankyl~i. However, the large difference between the two values 
of O-a suggests strong 3D scattering, making the interpretation of the apparent 
conductivities much more complicated than the 1D case. 

In fact, the 3D effects in the data of Heikka et al. (1984) may not be as severe 
as indicated in the paper. Figure 25 (taken from Heikka et al.,  1984) shows 
that the magnitude of the electric field recorded at Sodankyl~i is approximately 
4 x 10 -6 g / m .  They also give the source/receiver separation as r = 333 km and 
source moment as Id l  = 3.5 x 107 A/m. Using these values, the apparent conduc- 
tivity calculated for the Sodankyl/~ site at 1 Hz is approximately 5 x 10 -5 S/m, a 
factor of ten larger than reported by Heikka et al. (1984). In this case, the 
interpretation of an average crustal conductivity is consistent between Ivalo and 
Sodankyl~i and there is a much improved correlation between the CSEM interpre- 
tation and the reported natural source AMT data. 

If these conductivities are a reasonable average for the Baltic shield, the authors' 
contention that the measurements at Sodankyl/~ are in the far-field is more realistic 
(I "/arl = 6.6), although the reported depth of investigation is dramatically reduced 
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from approximately 175 km to less than 100 km. A larger number of stations would 
have helped considerably in determining an average conductivity for the region 
to decide if the source fields have plane-wave characteristics. It may be better to 
use 1D models with 3D surficial structure and 3D sources (following Vanyan et 

al. ,  1989) than resort to plane wave calculations for 2D and 3D models without 
some a priori justification. If there is some spatial variation in the data which is 
due to the source field, this response may be interpreted as geological structure 
using plane wave modelling algorithms because of the duality between sources 
and boundary conditions. 

6. Discussion 

The 1D theory of deep sounding, controlled source EM methods can be gen- 
eralized to emphasize the similarities of the many practical methods. As a result 
of this redundancy there are many possible methods for sounding a one dimen- 
sional earth. As well, it may not be necessary to have measurements of all 
field components from these sounding experiments because this also represents a 
substantial and operationally expensive redundancy. However, perhaps the great- 
est restriction to applying controlled source methods for deep sounding is the 
limited modelling capabilities. This deficiency impacts on experimental design, 
data acquisition, interpretation and resolution analysis. In light of this fact, it 
would be prudent to acquire as much information about the CSEM field as 
possible and prove that the expected redundancy and interrelations between field 
components exist. If this can be done, no criticism can be leveled at the experiment 
for improper modelling. It is also critically important to know when the data do not 
warrant 1D interpretations and to seek out alternative methods of interpretation. 

There are a number of apparent biases in published deep CSEM work which 
should be considered when appraising the results of a particular survey. The first 
bias is simply in the selection of sounding locations. Site location can be chosen 
by convenience or because of the fortuitous availability of some EM source. 
Archean regions are also favored because of the generally low conductivity permit- 
ting deep penetration of the EM fields with little attenuation. However, the low 
surface conductivity also allows the EM fields to expand laterally over significant 
distances to interact with surficial structures. 

Another prominent bias in deep sounding is that most experiments can be 
classified as being sensitive to either TM mode or PM mode measurements, but 
not both. This is perhaps unfortunate because the optimal resolution of o-(z) can 
only be obtained through interpretation of data from both modes. Deep DC 
resistivity sounding reveals the upper crust as containing complicated surficial 
structures (usually sedimentary), but the middle crust is highly resistive and may 
be underlain by conductive material. Inductive soundings provide a similar picture 
of the crust and provide more evidence for a deep conductive layer (see Jones, 
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1991), but fail to constrain the transverse resistance of the upper crust. The 
presence of a conductive layer in the deep crust can be challenged to some extent 
in most of these data, but cannot be discounted. 

Since CSEM interpretations are mostly limited to a single dimension, whether 
it is sufficient to interpret only one of the PM or TM modes must be addressed. 
The PM mode is sensitive to high conductivity but cannot be used to resolve the 
more resistive portions of the section, and the TM mode is sensitive to both high 
and low conductivity, but can be easily "screened" from deep layers by overlying 
resistive layers. To a large extent, the information provided by the two modes is 
complimentary and assigning the response of only one mode to fit EM data from 
complicated environments is of dubious value. 

Both PM and TM modes are necessary to resolve transverse isotropy (oh 4 = o-v). 
Anisotropy is an under-used concept in EM sounding since it can represent the 
aggregate response of a very complicated media without excessive computational 
resources. An example of how transverse isotropy might prove useful is in describ- 
ing the "layered reflectors" observed in regional seismic reflection studies through- 
out the world. EM methods have little hope of resolving this fine structure at the 
same scale as seismic reflection methods, but determining if these zones are 
electrically anisotropic could put strong constraints on the interpretation of such 
features. Since transverse isotropy does not affect the PM mode and simply scales 
depths in the DC TM mode, independent inversion of either mode will produce 
biases in interpretation, even for perfect data on an anisotropic layered earth. 
Both modes must be observed over a large frequency (or time) bandwidth and 
inverted simultaneously to resolve any information about anisotropy in a 1D earth. 
Incorporating anisotropy is also a useful manner of permitting rapid variations in 
small scale structure which would otherwise be obviated by regularization ("least 
structure models") in inversion programs (e.g. Constable et al. ,  1987; deGroot- 
Hedlin and Constable, 1990). 

The final bias of many CSEM experiments is that only certain components of 
the EM fields are recorded. On a 1D earth, this approach can be quite adequate 
for a robust and reliable interpretation of the conductivity profile while resulting 
in lower acquisition time and reduced field costs. There is no doubt that the real 
world is 3D and the EM response of the earth will always be more complicated 
than numerical or scale modelling suggests. Throughout this review it has been 
emphasized that measurements of all components of the EM fields might validate 
the choice of a simplified model during interpretation. Moreover, the auxiliary 
information can be beneficial for interpretation when the EM response is more 
complicated than expected. Field components which are independent of a 1D 
conductivity structure could, at the very least, be used as "dimensionality indi- 
cators". These anomalous components should be very desirable quantities to use 
for interpreting 3D structure since they are a direct measure of the 3D scattered 
fields in the earth. Such components could be mapped to estimate the location of 
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the scattering body since the problem of separating the 1D and 3D responses is 
trivial. 

This review has hopefully illustrate some of the advantages and limitations of 
CSEM surveys. There is little doubt that deep EM sounding must involve some 
type of CSEM experiment for independent control when interpreting natural 
source data, or to gain additional information about the deep crust. For example, 
the presence of transverse isotropy in the crust can not be resolved by natural 
source measurements alone. In general though, CSEM should act as a compliment 
to natural source studies. Numerical modelling will continue to be a source of 
difficulties for CSEM interpretation although as modelling capabilities improve, 
CSEM methods will only become more appealing for deep sounding. 

To doubt everything or to believe everything are 
two equally convenient solutions; they both dis- 
pense with the necessity of reflection. (H. Poincar6) 
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