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ABSTRACT 

The magnetotelluric (MT) method is a low-frequency, electromagnetic (EM), 

geophysical method which is widely used for investigating the conductivity struc­

ture of the Earth's crust and upper mantle. Although MT often seeks to determine 

the gross conductivity structure and the variation of conductivity with depth, it 

suffers from the ubiquitous presence of EM scatterers of all scales. The thesis ad­

vances the understanding of the effects of multiple and small-scale inhomogeneities 

on the MT impedance tensor. 

One of the most pressing difficulties at present in MT are distortions of the 
EM fields by small-scale, 3-D inhomogeneities which are often found near the sur­

face of the Earth. The thesis investigates the effects of these inhomogeneities on 

the observed impedance tensor. These studies show that for a great many cases 

the impedance tensor conforms to a particular factorization, each part of which is 

related either to the local inhomogeneities or to the large scale structure. Each 

factor is associated with a different physical effect. This factorization is used to 

explain the necessary requirements for a useful parametrization of the data con­
tained within the impedance tensor. The development of such a complete, useful 

decomposition is begun with a method for dealing with the most significant effect 

of small-scale surface bodies; namely galvanic or frequency-independent distortion 

of the horizontal electric fields. 

In addition, analytic and statistical solutions are provided to a number of 

relevant low-frequency EM scattering problems which model the response of inho­

mogeneities. An analytic solution for two semi-infinite slabs over a basement is 

developed in the thesis. This extends existing solutions to this problem so as to in­
clude all frequencies and arbitrary basement conductivities. For the particular case 

of an insulating or perfectly-conducting basement, the above method is extended 

to provide the EM response for a model of a quasi-anisotropic layer. This model 

was used to study the benefits of extensive spatial sampling of the electric field in 

complex media and the presence of fictitious conducting layers when data due to 

large lateral inhomogeneities are interpreted one-dimensionally. The study showed, 

for this particular model, that the use of large electrode spacing could be benefi­

cial if used with care. The anisotropy model was also employed to investigate the 

question of what bulk properties the MT method samples. A statistical technique 

is used for investigating the response of very fine-bedding in MT demonstrating 

that such structures can have a relatively significant effect of up to ten degrees on 

the impedance phase. These results are corroborated by a deterministic model. 
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CHAPTER 1 

INTRODUCTION 

Review 

In the quest to understand the structure and evolution of the Earth, scien­

tists for centuries have attempted to determine its physical properties. Since, 

all but a small fraction of the Earth is unreachable, indirect methods must 

often be used to measure these properties. Electrical conductivity is one such 

physical parameter which can be observed to great depths via measurements 

of electromagnetic fields on or near the surface of the Earth. The electrical 

conductivity of rocks and minerals has a very wide range of values. This varia­

tion is caused by a large number of physical parameters such as rock porosity, 

temperature, lithology, fluid and electrolyte content. The amount of variation 

and the causes of the variation in the electrical conductivity mean electromag­

netic techniques yield valuable information but these variations can also be 

the source of severe difficulties. It is the purpose of this thesis to investigate 

some of those difficulties in the magnetotelluric method which are currently 

recognized as obstacles to further progress. 

The magnetotelluric method (MT) is an electromagnetic (EM) geophysi­

cal technique which utilizes natural source fields generated by lightning, iono­

spheric and magnetospheric currents. The large horizontal spatial extent of 

the MT source field over a broad frequency band allows examination of the 

conductivity structure deep into the Earth via surface measurements of the 

resulting electric and magnetic fields. Determination of the deep conductiv­

ity structure of the Earth is important to understanding the evolution of the 

crust and the properties of the upper mantle. Other geophysical methods (e.g. 

seismology) are not as sensitive to such important characteristics of the lower 

crust as porosity, fluid content and salinity. 



CHAPTER 1 Introduction 

Although earlier workers (e.g. Tikhonov, 1950) investigated the potential 

of using natural electromagnetic fields, the MT method was essentially estab­

lished in 1953 when Cagniard published his seminal paper. Cagniard assumed 

that the Earth was horizontally stratified and excited by plane, monochromatic, 

electromagnetic waves. He then showed that the ratio of horizontal electric and 

magnetic fields is a function only of the layered structure and the frequency of 

the source field, and is not significantly dependent on the source field strength 

or the angle of incidence of the source field at the Earth's surface. The theory 

for the MT method has progressed in generalizing the conductivity structure 

but the assumption of a plane wave source has generally remained. Although 

early in the history of the MT method there were doubts (Wait 1954, Price 

1962) concerning the application of plane wave theory for the source, Madden 

and Nelson (1964) have shown this to be a reasonable approximation in most 

instances. 

The actual conductivity distribution in the Earth's crust is much more 

complex than the one-dimensional structure that was originally investigated. 

Although the Earth's conductivity generally varies with depth, as the tem­

perature and pressure increase, superimposed on this broad one-dimensional 

average structure are large features such as dikes, coast lines, subduction zones 

and fold belts. These superimposed structures are, electrically, often effectively 

two-dimensional over much of the utilized frequency band. That is, they are 

long enough in one horizontal direction to be considered infinite. As well, there 

are many inhomogeneities present which must be considered three-dimensional, 

and these can have scale-lengths from fractions of a metre up to hundreds of 

kilometers. It is essential to understand the effects on the EM fields of both 

the two and three-dimensional features even if the structures causing the effects 

are not of primary interest. These effects must be quantified if one hopes to 

determine correctly the nature of the upper-crust and thus to determine the 

approximately one-dimensional structure of the lower crust and upper mantle. 

The magnetotelluric method suffers from a very significant impediment to 

2 



CHAPTER 1 Introduction 

attaining the above goals. Since the source field is produced high above the 

Earth's surface by processes which are not fully understood, one has no means 

of knowing the strength and precise spatial character of the source field without 

obtaining more extensive simultaneous measurements than are practical. This 

is unlike most controlled source EM techniques where the source field is known 

extremely well. An additional restriction is that the plane wave character of the 

source provides no means, via source-field spatial characteristics, for selectively 

exciting parts of the Earth's conductivity structure as a means for determining 

horizontal variations in conductivity. 

Horizontal variations in conductivity can have many different and signifi­

cant effects on the MT method. Just as the measured fields in MT are affected 

by the conductivity over great depths, so too is the conductivity sampled over 

large horizontal extents by the measured fields. To investigate lateral variations 

in conductivity, a number of magnetotelluric measurement sites are located over 

a large area. Two and three dimensional numerical methods or experimental 

scale model studies are then generally used to simulate the response of the 

inhomogeneities as a function of the horizontal coordinates. 

Since both the strength and polarization of the MT source field vary ran­

domly as functions of time, it is customary to express the Earth's electro­

magnetic response in terms of a frequency-dependent, linear transfer function 

or impedance tensor. The impedance tensor expresses the linear relation be­

tween the horizontal components of the electric and magnetic fields. When 

the conductivity structure is two-dimensional, the impedance tensor contains 

two intrinsic complex impedances 1 . Each impedance is associated with one 

of the two-dimensional polarizations (E or H). For two-dimensional structures, 

the impedance tensor also contains the information required to obtain the hori­

zontal rotation angle (strike) from the measurement coordinates to the natural 

structural coordinates. Swift (1967) has shown explicitly how to retrieve the 

two impedances and the strike direction when the conductivity structure is at 

1 see the Notation and Basic Theory section of this chapter for details 

3 



CHAPTER 1 Introduction 

most two-dimensional. The assumption of a two-dimensional structure is often 

inadequate and so there have been a number of attempts to extend Swift's 

work to the more general case of an arbitrary three dimensional conductivity 

structure (e.g. Eggers (1982), LaTorraca et al (1986),Yee and Paulson (1984)). 

These have not yet met with general acceptance in the magnetotelluric com­

munity. The acquisition of a deeper understanding of this particular problem 

and the provision of partial solutions are two of the primary objectives of this 

thesis. 

The Problem 

The complexity and cost of obtaining magnetotelluric measurements re­

quire that the number of measurement sites be small and this results in an 

inability to resolve the details of complex or small-scale inhomogeneities. The 

complex near-surface conductivity structure, for example, is more amenable to 

investigation by controlled source electrical or EM techniques which offer more 

precise knowledge of the source field and an ability to vary the source field 

characteristics. The plane wave character of the natural source field, on the 

other hand, makes the MT method more useful in the study of the large scale 

properties and the deep structure of the crust rather than the delineation of 

small-scale structure. 

It is nevertheless necessary to understand the effects of the small-scale 

structure on MT measurements for two reasons. First, it is important to know 

how complex small-scale inhomogeneities contribute to the determination of the 

bulk or large-scale properties, and second it is important to understand how the 

proximity of small-scale structures may distort the estimates of bulk properties. 

Since the natural source field excites a very large area, it is extremely difficult 

and often intractable to investigate via numerical modelling methods the effects 

of inhomogeneities which are either extremely complex or have the same scale 

as the measurements. There has not been a great deal of investigation into 

these problems although some work has been done on the scattering of the 

4 
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fields by small-scale surface inhomogeneities (e.g. Berdichevsky and Dmitriev 

1976, Bahr 1985). 

Usually in MT, the most significant effects from nearby inhomogeneities, 

are distortions of the horizontal electric fields which are controlled by the bulk 

material properties. These distortions, even for small structures, can be large 

if the conductivity contrast is great. Although these telluric effects were recog­

nized prior to the first use of the magnetotelluric method (Migaux, 1946), the 

investigation of these problems is still primarily done by numerical modelling 

methods. Two-dimensional modelling programs, although rapidly executed, do 

not provide the ability to include small, three-dimensional, near-surface struc­

tures. Such features are almost ubiquitous and constitute a pressing source of 

difficulty in magnetotelluric interpretation. Three-dimensional modelling pro­

grams are not only slow and costly to employ but also suffer from the inability 

to include complex structures, especially in models containing both large and 

small-scale features. This inability is not only due to practical (time and cost) 

but also to numerical (stability) limitations. 

The limitations of numerical modelling studies and the lack of available 

analytic solutions have led to attempts to decompose each impedance tensor 

into a minimum set of diagnostic parameters. The resulting parameters are 

then intended to be interpreted using analytic solutions and model studies 

to determine the conductivity structure. Interpretation of the parameters is 

restricted because there is not a complete understanding of the information 

which is contained in the impedance tensor when the conductivity structure is 

three-dimensional. It would seem desirable therefore to separate those parts of 

the data due to the large-scale structure which need to be fitted to a model, 

from those due to the small-scale features which are usually not of interest. 

Explanations as to how this information can be separated and recovered is 

limited. 

Apart from the problem of determining what structure can be resolved, 

there is also the question of what bulk properties can be determined. If one 

5 
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investigates conductivity in the Earth, one finds that the measured values of 

conductivity vary dramatically from point to point and from scale to scale. 

Thus, any determination of conductivity structure from electromagnetic meth­

ods determines some bulk material properties which depend on the scale of the 

measurements. It is not clear how this determination relates to the intrinsic 

physical properties. In what sense are the determined properties an average 

and how can the correct dimensions of the bulk structure be obtained? 

The principal purpose of this thesis is to examine the effects, on the 

impedance tensor, of small-scale inhomogeneities which, as discussed above, 

are not usually amenable to modelling studies. In other words, to try to de­

termine the extent to which modelling, both two and three dimensional, and 

one-dimensional inversion can be effective in light of the ubiquitous presence 

of small-scale inhomogeneities. In particular, via a number of different types 

of studies, various kinds of small scale and multiple electromagnetic scatterers 

will be characterized by their effects on the magnetotelluric impedance relation. 

Outline 

Analytic solutions provide insight into the effects of inhomogeneities and 

are also useful for checking numerical methods. The H-polarization response 

of two semi-infinite conducting slabs, in contact, over a basement of arbitrary 

conductivity, is sought in Chapter 3. This problem was the subject of the first 

published analytic solution in MT involving lateral heterogeneity ( d'Erceville 

and Kunetz 1962) but the original solution was restricted in its range of ap­

plicability to only two particular basement conductivities (zero and infinity). 

Subsequently, this problem has also been attempted for cases in which the fre­

quency is sufficiently low that the semi-infinite slabs can be considered to be­

have as thin sheets (Bailey 1977, Dawson and Weaver 1979). A new broad band 

frequency domain solution is obtained in this thesis which is valid for arbitrary 

basement conductivities and which is exact on the surface of the model that 

represents the Earth's surface but approximate elsewhere. This new solution is 

6 
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compared to the previous analytic solutions that are restricted to special cases, 

and to solutions obtained using two different numerical modelling techniques. 

Conductivities in the Earth often vary by orders of magnitude laterally as 

well as vertically. The electromagnetic response to these variations generally 

involves an interaction between inductive and charge effects, with the most 

dramatic variations occurring in the electric field. The two-dimensional H­

Polarization mode is a relatively simple, but still useful, model as it maintains 

the two physical effects, their interaction and the dramatic influence which they 

exact on the electric field. Chapter 4 extends an available analytic solution 

(Rankin 1962) for a vertical inhomogeneity over a basement of infinite or zero 

conductivity to include multiple structures. The extended solution can include 

either a finite number of vertical structures or an infinite periodic array of 

vertical structures. The inhomogeneities are therefore small in one horizontal 

coordinate and infinite in the other. This study investigates the effects of such 

a structure on the impedance tensor and shows that the impedance response 

is a function of, among others things, the electrode separation and placement 

and the inhomogeneity resistivity-thickness product. Important conclusions 

are derived with regard to spatial sampling of the electric field. The results 

indicate that correct bulk resistivity values can be determined by a judicious 

measurement of the average electric field. Long electrode spacing, however, 

will not always produce meaningful results. As well, an intuitive assertion is 

verified that the EM fields in this polarization sense the depth extent of the 

complex media as if the bulk conductivity were the inverse of the spatially 

averaged resistivity. The chapter also shows that lateral inhomogeneities can 

masquerade as one-dimensional structure. 

The next two chapters (Chapters 5 and 6) of this thesis together constitute 

an attack on the problem of 3-D inhomogeneities which are near-surface and 

small in scale. Small-scale, for these purposes, means that the scatterers cause 

negligible secondary electric fields to be generated by induction. Near-surface 

inhomogeneities that have a size comparable to the scale of the measurements 

7 
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have been a constant cause of difficulties in interpretation. This is arguably 

(Vanyan, 1987) the most important problem in magnetotellurics at present. 

Some recent contributions to the resolution of this problem have been made 

by Larsen (1975,1977), Bahr (1985), and Zhang et al (1987). Bahr (1985) 

made an initial study of the physics of the general problem although this work 

has not yet reached the journal stage. Larsen (1975,1977) and Zhang et al 

(1987) made quite specialized assumptions. These authors have nevertheless 

established the principles to be employed in the present work. The important 

principle elucidated in these papers is that the most significant effect of the 

small bodies on the electric fields is a frequency-independent or galvanic dis­

tortion of the frequency-dependent electric fields produced by both inductive 

and galvanic excitation in a large-scale structure. (Large-scale, here, means 

that the structure is sufficiently large to generate significant secondary fields 

by induction processes which are necessarily frequency-dependent.) The gal­

vanic distortion (sometimes called static distortion) is caused by charges on 

conductivity boundaries or gradients. These charge effects are often termed 

current channelling because currents tend to be drawn into regions of high 

conductivity and repelled by regions of low conductivity. 

Chapter 5 is devoted to the study of the way in which small-scale 3D 

inhomogeneities effect the regional (large-scale) electromagnetic fields. In this 

chapter, the galvanic distortion of the regional electric field is first analytically 

determined for a particular simple small-scale scatterer (embedded conducting 

hemisphere). This analytic solution clearly shows the manner in which a small 

scatterer causes the horizontal components of the measured electric field to 

become position-dependent mixtures of the regional electric field components. 

As well, the analytic model is employed to describe the electrostatic distortion 

of the magnetic field and thus to show how such scatterers can distort the 

measured impedance phases purely through non-inductive scattering effects. 

The simple analytic model is then used to investigate the galvanic effects 

of such bodies on the impedance tensor. For example, if the regional structure 

8 



CHAPTER 1 Introduction 

is at most 2-D, the impedance tensor Z, in the principal coordinates of the 

regional structure, can be approximately expressed as 

(1.1) 

Here Z2 is the impedance tensor for the regional structure when the distorting 

inhomogeneities are not present, C describes the galvanic effects on the electric 

fields and D describes the galvanic effects on the magnetic field. 

This analytic model is also useful for explicitly investigating parameteriza­

tions or decompositions of the impedance tensor in the presence of such inhomo­

geneities. With the aid of this analytic model and a two-dimensional modelling 

program, the effects of such scatterers on the commonly used two-dimensional 

interpretation of Swift (1967) are examined. As additional illustration of the 

usefulness of the analytic model, two of the more recent decompositions (Eggers 

1982, Bahr 1985) are examined in Appendix 3. 

The development of the analytic model and the ideas discussed above 

provided the motivation for an extension of the factorization of (1.1). This 

factorization can incorporate the effects of galvanic distortion of the electric 

and magnetic fields by 3D scatterers, weak 3D induction (not interacting with 

the galvanic), as well as the influence of the large-scale 2-D structure. 

The factorization developed in Chapter 5 gives insight into a concept for 

a useful parameterization or interpretation of the measured impedance ten­

sor. The aim of the concept is to provide a decomposition of the measured 

impedance data which separates the regional parameters from the local. Previ­

ous authors have worked on various decomposition methods of this type forcer­

tain particular models. Larsen (1975,1977) provided a means for dealing with 

weak 3D local effects when the regional structure is one-dimensional. Zhang 

et al (1987) provided a method for dealing with up to 2-D structure when the 

local galvanic effects were also 2-D. Bahr (1985) provided the first fundamental 

analysis for 3D local structure with 2-D regional structure. The decomposition 

developed here provides a method which accommodates both the models of 

9 
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Larsen and Zhang et al, reduces to the original method of Swift(1967) when 

his model is appropriate and extends the allowed models to include strong 3D 

galvanic scattering in a one or two-dimensional regional structure. The de­

velopment of the factorization was influenced by a desire to provide a useful 

parameterization or decomposition which allows a) unambiguous data presen­

tation b) straightforward formulation of fitting methods c) investigation of 

uniqueness d) incorporation of as large a set of physical situations as possible 

and e) provision of concepts for extension to additional physical effects. 

In chapter 6, a decomposition of the measured impedance tensor is de­

veloped which incorporates the most significant effect of small-scale, near­

surface inhomogeneities; namely that of galvanic or frequency-independent dis­

tortion of the horizontal electric fields. The decomposition is based on the 

assumption that the source field excites a large-scale structure which is at 

most two-dimensional together with small-scale, three-dimensional structures 

which cause static distortion only of the electric fields. The principal aim 

is to recover, as closely as possible, the correct two-dimensional information 

from which standard two-dimensional techniques can determine the large-scale 

conductivity structure. The decomposition method, in fact, obtains the cor­

rect regional strike and "static-shifts" of the true two-dimensional impedances. 

That is, the recovered impedances are the true impedances but multiplied by 

unknown frequency-independent, real constants. The scaling of the impedances 

must be determined by some independent method (i.e. resistivity or controlled 

source EM). Some information which characterizes the local three-dimensional 

structure is also obtained in two distortion parameters termed twist and shear. 

The method was applied to both synthetic and field data. 

An analysis of the effects of fine irregularities in a layered medium is dis­

cussed. This work was undertaken because of the extensive amount of study 

that is done on the 1-D MT inverse problem. Because of the diffusive nature 

of the problem, if the conductivity structure is simply a function of depth, it 

is intuitively expected that the surface impedance will be a function merely 

10 
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of the average conductivity at a depth appropriate to the frequency being uti­

lized. Chapter 2 investigates this assumption and the extent to which it is 

true. It is important to know what effects fine layered structure can have on 

the measured fields so that the effects are not incorrectly attributed to lateral 

structure. For this investigation two techniques were developed for studying 

fine-bedding structure; one statistical, the other deterministic. Although, the 

conclusions of both methods agree that the assumption concerning the vertical 

spatial averaging of the conductivity is generally correct, the results show that 

discrepancies can occur. The magnitudes of these discrepancies in the surface 

impedance are discussed as are the conditions under which such effects are 

present. 

Context with Previous Work 

Table 1.1 provides a means of summarizing the thesis and placing it m 

the context of previous work. The regional (large-scale) and local (small-scale) 

structure are each divided into 1, 2 or 3-D models. Categories will be referred 

to by these divisions. For instance, category 31 will be 3-D local with 1-D 

regional structure. 

Tablel.I : 

LOC\REG ID 2D 3D 

ID G s numerical 
modelling 

2D Z,G Z,G 

3D BD,H,W B,G p 
B,L,P,G 

Synopsis of Research 
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B:Bahr (1985), BD:Berdichevsky and Dmitriev (1976), G:Groom (1987,1988) 

H:Hermance (1982), L:Larsen (1977), P:Park (1985), S:Swift(1967), 

W:Wannamakeret al (1984), Z:Zhanget al (1987) 

Category 11 was, of course, first introduced by Cagniard (1953) but is 

now principally studied as an inverse problem. The forward treatment of this 

category is extended in this thesis to the case of strong random variations 

(Chapter 2). Category 12, has the classic decomposition due to Swift (1967) 

and is now presently dealt with by 2-D numerical modelling and inversion 

techniques. The parameterization method developed in this thesis reduces 

to the same parameters as Swift's method for this model. As well, analytic 

solutions provided in the thesis have implications for this category (Chapter 

3 and 4). Models in category 13 are principally studied via 3-D numerical 

modelling programs. 

Zhang (1987) developed a decomposition method for categories 21 and 22. 

The decomposition method developed here is appropriate to these categories 

as well. As well, new analytic solutions are provided for both these categories 

in the thesis (Chapters 3 and 4). To this author's knowledge, there has been 

no work published which is specific to category 32. 3-D numerical methods 

should however provide estimates for specific models in this category. 

A great deal of work has been generated which is specific to category 31. 

Berdichevsky and Dmitriev (1976) studied this problem with a specific model 

for the 3-D body and a general model for the 1-D structure. Hermance (1982) 

and Wannamaker et al (1984) have investigated this problem numerically for 

specific simple models, as has Park (1985). Larsen (1975,1977) has provided 

a parameterization method for models of this type when the 3-D scattering 

is weak. The method developed in this thesis accounts for these models even 

when the scattering is strong (Chapter 6) and shows that there can be effects 

on the magnetic field (Chapter 5). Bahr (1985) has provided some insight into 

this category and the next category 32. Chapter 6 provides a more complete 

solution to the parameterization problem for this category. The method ac-

12 
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counts for electrostatic distortion of the electric fields and also provides a basis 

for incorporation of the electrostatic effects on the magnetic field. Finally, cat­

egory 33 has been investigated only by numerical techniques (e.g. Park, 1985). 

As mentioned earlier the general eight parameter, mathematically based de­

compositions of course apply to all categories but do not attempt to physically 

separate local and regional effects. 

Notation and Basic Theory 

A brief summary of the basics of MT theory is required to introduce the 

notation used. 

Macroscopically, electromagnetic fields are governed by Maxwell's equa­

tions 

-+ -+ ai5 --v x H = J + at + ] 8 

-+ ajj 
'VxE=- at 

'V·B=O 

'V·D=pt, 

together with constitutive relations 

i5 =EE 
jj = µH 
J = aE. 

(1.2a) 

(1.2b) 

(1.2c) 

(1.2d) 

(1.3a) 

(1.3b) 

(1.3c) 

H is the magnetic field, B is the magnetic induction field, E is the electric 

field, f5 is the electric displacement field, J is the current density, and Js is the 

source current density. The characteristics of the medium, E, µ and a, are the 

permittivity, magnetic permeability and electric conductivity, respectively. pf 

is free charge density. 
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Maxwell's equations (1.2) simplify somewhat as a consequence of the nor­

mal magnetotelluric assumptions. The source, being high above the Earth's 

surface, is removed from the problem and the source field will be assumed 

uniform over any plane parallel to the Earth's surface. Secondly the mag­

netic permeability, µ is assumed constant everywhere as the permeability of 

free-space, µo. 

The source field has a statistical nature and noise is present. Weighted 

signal stacking is therefore required to obtain estimates of the impedance tensor 

which contains the "physics" of the problem. Since stacking of impedance 

estimates is simple and straightforward in the frequency domain as opposed 

to the time domain and since there is no more available information in the 

time domain, the frequency domain is utilized. In this domain, all fields have 

a eiwt dependence. Also, the magnetic effects of displacement currents are 

neglected (the quasi-static approximation). The reason for the validity of this 

can be seen by applying Maxwell's equations (1.2) in the frequency domain 

to a homogeneous medium. The magnetic and electric fields obey the wave 

equation 

(1.4) 

where the wavenumber, k, is given by 

k2 = µw 2
E + iµwa. (1.5) 

Thus, the fields both propagate and decay through the medium. The fields, 

for typical frequencies and Earth characteristics, decay to negligible amplitudes 

over distances much smaller than a free-space wave-length. In other words, in 

the Earth 

The MT problem is therefore studied as a diffusion problem as opposed to a 

propagation problem. In summary, Maxwell's equations for the magnetotelluric 

method reduce to 

14 
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\7xii=o-E 

\7 x E -iµow ii 

\7·H=O 
-+ Pf 

\7·E= -. 
€ 

In addition, since charge is conserved 

Introduction 

(l.6a) 

(1.6b) 

(1.6c) 

(1.6d) 

(1.7) 

However,the charge density reaches its equilibrium value in an extremely short 

time (t ~!)(Grant and West 1965). Thus, 

(1.8) 

or the normal component of current density is continuous across any interface. 

Because of the uniform spatial character of the source field, if the conduc­

tivity structure is one-dimensional, the electric and magnetic fields have only 

a horizontal component. These then both obey, everywhere, the differential 

equation 

(1.9) 

where , now k2 = iµwo-. The z-axis is taken to point down, normal to the 

Earth's surface, and the x and y-axes are parallel to the Earth's surface and 

orthogonal to each other. The magnetic field can be determined from the 

electric field. The ratio of the single component electric field to the magnetic 

field is a complex scalar in the frequency domain having the units of electrical 

impedance and is appropriately a function of frequency. 

If one assumes that the conductivity and the current source spatial depen­

dences are two-dimensional, (e.g. both independent of y) then all quantities 

become independent of y . In this two-dimensional problem Maxwell's equa­

tions (1.6), in a region containing no sources, become ( e.g. Jones and Price, 

1970) 

15 
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(1.lOa) 

(1.lOb) 

(1.lOc) 

(1.lla) 

(1.llb) 

(1.llc) 

These equations separate into two polarizations, each characterized by orthog­

onal field components. Eqns. l.lla, l.llb, and l.llc involve only Ey, Hx, 

and Hz. This polarization is termed the E-polarization, H perpendicular to 

strike or the TE (transverse electric) polarization. Eqns. l. lOa, l. lOb and 

1.lOc involve only Hy, Ex and Ez. This polarization is called H-polarization, 

E perpendicular to strike or the TM (transverse magnetic) polarization. Since 

the two sets of equations involve independent sets of fields, one can solve the 

systems independently. For example, in the TE mode utilizing Eqns. l.llb 

and l. llc in Eqn. l. lla one obtains the appropriate diffusion equation in a 

uniform medium 

(1.12) 

and in the TM mode substituting Eqns. l.lOb and l.lOc in l.lOa one obtains 

for a uniform medium 
a2 Hy a2 Hy - k2 H 
8x2 + 8z2 - y· (1.13) 

Note that the TM mode has an associated vertical electric field Ez while the 

TE mode has a vertical magnetic field Hz. 

In each of the two-dimensional polarizations, there is only one horizontal 

component in both the electric and magnetic fields. Thus, each polarization has 

a characteristic impedance which is the ratio of horizontal electric to magnetic 

16 
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is termed the parallel or E-polarization impedance. While 

Introduction 

(1.14) 

(1.15) 

is termed the perpendicular impedance or H-polarization impedance. Both of 

these impedances are complex scalars and are functions of frequency. If the 

horizontal coordinate system is not aligned with the natural coordinate system 

of the two-dimensional structure then the rotation angle about the vertical axis 

between the two coordinate systems is termed the strike direction. 

This summary provides all the basic physics and notation required by the 

reader. Any additional material is developed when needed. 

17 



CHAPTER 2 

THE EFFECTS OF STOCHASTIC FINE BEDDING 

IN 1-D STRUCTURES 

2.1 Introduction 

Even in sedimentary basements where the upper portion of the Earth 

consists of essentially horizontal structures, conductivity well logs reveal that 

the conductivity can vary dramatically within any geological layer from the 

mean conductivity of that layer. This variation generally appears quite random 

with large variations repeatedly occurring over short distances. It is the purpose 

of this chapter to investigate whether these variations can alter the EM fields 

from those which are due to the mean material. Although the results are not 

particularly profound, the study serves to clarify the problem of fine layering 

in MT, to indicate that statistical field techniques can be of use in MT and to 

set the stage for the more complex two and three-dimensional problems which 

follow in later chapters. 

It initially will be assumed that the conductivity in the Earth is only a 

function of depth and that the MT source produces a plane, spatially uniform 

and vertically propagating wave. Typically the polarization of the source field 

will change randomly and so an impedance tensor is measured at the surface 

of the Earth via the relation 

E(w) = Z(w)H(w) (2.1). 

The horizontal fields, E and H, each have two components, both parallel to 

the earth's surface. With the source and conductivity structure assumptions 

described above, this impedance tensor will have the form 

( 
0 Zo(w)) 

Z(w) = . 
-Zo(w) 0 

(2.2) 
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The impedance tensor element, Zo is the ratio of horizontal electric field com­

ponent to perpendicular horizontal magnetic field component. Z0 (w) is used 

in the 1-D magnetotelluric inverse problem to infer the variation of resistivity 

with depth (Parker 1980, Weidelt 1972, Oldenburg et al 1984). 

Since magnetotelluric data are collected at low frequencies, the propaga­

tion of the electromagnetic fields in the conducting Earth is studied as a dif­

fusion process. That is, the decay and phase rotation of the fields through the 

medium is studied. If the conductivity structure is only a function of depth and 

the electric and magnetic fields are parallel to the layering, then it is expected 

that it will be the average structure which determines the impedance, Zo, at 

the surface. That is, any fine bedding or layering is expected to produce an 

impedance which has negligible variations from that which would be produced 

by a more homogeneous conductive structure having the same average vertical 

conductivity. Although the differences may be expected to be small, this chap­

ter investigates the effects of random fine layered structure. One would like to 

know explicitly when the effects of fine bedding are significant and how large 

the effects can be on the measured surface impedance, Z0 • 

A differential equation is derived here which describes propagation in such 

randomly varying material. Although the results are not particularly surpris­

ing, this equation indicates that there are differences between the fields due to 

the random material and those caused by the mean material. The solutions to 

the differential equation indicate the conditions under which significant differ-

ences may occur. 
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2.2 A Statistical Approach for Induction in a Medium with Fine 

Vertical Structure 

2.2.1 Introduction: 

Rock conductivity is primarily a function of porosity, permeability, fluid 

content and dissolved electrolytes, rather than the properties of the actual rock 

matrix. Rock conductivity can therefore vary dramatically even over short dis­

tances. The effects of these small-scale variations are difficult to investigate 

from a deterministic standpoint for a broad set of conditions. Such complexity 

in the case of wave scattering is often investigated by means of statistical tech­

niques (Aki and Richards, 1980). Such an approach will be used for the case 

of low frequency; quasi-static electromagnetic propagation. 

If one studies measurements of conductivities a( r') of rock samples col­

lected in a volume, the conductivities will vary from sample to sample. This 

variation will generally appear to be random and will be described by a prob­

ability density J(r'). If this distribution were known then one could obtain the 

mean,variance and other statistical properties of a(r'). However, if one assumes 

that the conductivity have stationary statistics ( i.e. the averages of quantities 

like [a(r')a(r1 )] are functions of the distance Ir - r 1 I) then one can possibly ob­

tain estimates of the magnitudes and smoothness of the electromagnetic field 

amplitudes and phases as functions of position. 

Sections 2.2.1 to 2.2.4 review a method (van Kampen 1975) for statistical 

field problems. This method will then be applied to obtain the solution for low 

frequency induction in a medium which has conductivity variations which are 

functions of depth, alone. 
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2.2.2 Stochastic Variables: 

A stochastic function or variable v( x, e) is a function of a simple variable x 

and a random outcome e. v might be a conductivity perturbation for example 

where x represented depth. n is the set of all outcomes. Subsets A of n called 

random events are described by a probability measure P(A) (Papoulis,1965). 

In more common terms, v(x, e) is an ensemble of functions of x in which each 

one is identified by an event label e. The ensemble of functions is called a 

stochastic process. 

Averages are evaluated by integrating over n. Thus 

(2.3) 

To make the problem tenable, it is common in physical applications (Aki 

and Richards 1980, van Kampen 1975) to assume the variable v(x, e) to be fully 

stationary, meaning that all averages, as in the equation above, are dependent 

only on differences in x. Assuming that the stochastic variables are fully ergodic 

(i.e. statistical averages can be obtained from spatial averages), which is not a 

severe additional restriction, then stochastic averages become spatial averages 

which are useful quantities in geophysical problems. 

2.2.3 Stochastic Differential Equations: 

A non-stochastic ordinary differential equation of order n can always be 

written as a set of n coupled differential equations 

aa .... 
- = F(x,u) ax (2.4) 

where F and u are vectors in n-space. On the other hand a stochastic differ­

ential equation has the form 

(2.5) 
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Homogeneous linear equations of the form 

(2.6) 

will be considered where Ao is a sure (i.e. not statistical) matrix independent 

of x, a is a parameter determining the size of the fluctuations and A 1 (x; e) is a 

stochastic function assumed stationary. Therefore (A1 (x)) is independent of x 

and thus can be incorporated with Ao and (A1 (x)) taken to be zero. Although 

it is assumed that A1 ( x; e) is known fully in a statistical sense, it is obviously 

difficult to have this knowledge in most physical problems. 

Differential equations of this sort are readily realizable in electromagnetics 

where the electromagnetic parameters of a medium may vary in a random 

manner even on the macroscopic level and thus Maxwell's equations are still 

obeyed in the medium. A simple example is one dimensional propagation in a 

medium with a random refractive index ( v ). This process is described by the 

differential equation 

(2.7) 

which with u1 = 'If;, u2 = * allows the equation to be written in the form 

of equation (2.4). This example demonstrates what occurs if a total physical 

system is divided into a basic state or environment plus a random field of 

fluctuations. In attempting to establish a set of differential equations for the 

random field, the influence of the basic state give rise to random coefficients in 

the differential equations. 

2.2.4 Solutions to Stochastic Differential Equations: 

A solution to a stochastic differential equation is a stochastic function 

u( x; 0 which for each e satisfies the differential equations with appropriate 

initial or boundary conditions. To obtain a useful solution one must obtain 

the statistics of the stochastic solution. In other words, one would desire the 

moments of the random solution. 
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As an example consider the differential equation 

~~ = -i {vo + av1(z; en u (2.8) 

with the boundary condition 

u(O,e) =a. (2.9) 

This differential equation models a number of physical problems including a 

harmonic oscillator with fluctuating frequency and one-dimensional monochro­

matic propagation in which the environmental parameters vary. 

The solution to equation (2.8) is 

u(z;e) =a exp {-iv0z -ia 1z v1(x';e)dx1
} (2.10) 

and thus 

(2.11) 

To evaluate the average of the exponential (the characteristic function of 

the integral in 2.11) the concept of cumulants is used. The integral 

(2.12) 

is a stochastic quantity. The cumulants Km of the characteristic functions of a 

stochastic quantity are defined by 

(2.13) 

where the cumulants are defined in terms of the moments of I. For these 

purposes K 1 , K 2 were taken to be sufficient and the remaining terms small. 

KI (I) (2.14) 

(2.15) 
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This assumption is equivalent to stating that the statistics of v1 are completely 

determined by its first two moments. In other words, v1(z) is Gaussian and 

higher order cumulants are exactly zero. Therefore, 

KI= Q (2.16) 

(2.17) 

Here the fact that the mean of the perturbations is zero has been utilized. 

This method (van Kampen) assumes that there exists a correlation-distance 

Tc such that [v1(z1), v1(z2)] are statistically independent if lz1 -z2I >Tc. There­

fore the integrand in K2 vanishes when lz1 - z2 I > Tc and K2 is integrated over 

an area of TcZ. The second term in the expansion in equation (2.13) is of order 

( O:Tc)az. Thus the criterion of validity for the expansion of (2.13) is also that 

O'.Tc << 1. (2.18) 

If the Gaussian assumption were not made, higher order terms would be of 

order ( O:Tc)m-l ( az ). 

The solution for the first moment of the solution function is then 

(2.19) 

The last expression is due to the stationarity of v1 with the result that the 

average in the integrand is therefore a function of the difference ( z1 - z2) alone. 

Thus ( u( z)) satisfies the non-stochastic or sure differential equation 

d(u(z)) { . 2 r )) } ( dz = -zvo - a Jo (v1(z)v1(z2 dz2 u(z)) (2.20) 

Recalling that the integrand in the above equation differs from zero only 

when lz2 - zl <Tc it can be shown that 

(2.21) 
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where c0 is now independent of z. Thus, one has the solution to equation (2.20) 

with this approximation as 

(u(z)} A exp {-ivo - a 2 co} z (2.22) 

when z >Tc. 

For the case of a harmonic oscillator or monochromatic propagation the 

fluctuations give rise to a damping in the amplitude which can be seen as a loss 

of phase coherence between individual solutions for different~. In the induction 

problem v = t where I is the square root of iaµw. The result gives an increase 

in amplitude damping with z and a decrease in the rate of phase rotation with 

z due to the fluctuations. This will be seen more explicitly below. 

To consider propagation or induction where the propagation constant or 

induction parameter varies significantly within a wavelength or skin-depth, one 

needs to consider the problem 

(2.23) 

where now i1 has more than one component and Ao an.cl A1 are matrices. 

To utilize the results previously obtained one makes the transformations 

(van Kampen) 

and thus (2.23) 

and 

u(z) = eAozv(z) 

e-Aoz Ai(z; e)eAoz = V(z; e) 

ov(z) = aV(z; ~)v(z) 
oz 

v(O) =a 

The solution to equation (2.26) is 

(2.24) 

(2.25) 

(2.26) 

(2.27) 

(2.28) 
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Assuming (A1(z; ~)) = 0, as before, and utilizing the same methods as above 

gives 

Letting 

K(zi) = 1zi (V(z1 )V(z2))dz2 

gives the differential equation 

d(V(z)) = a 2 K(z)(v(z)) 
dz 

and on substitution for the original variables gives 

Which after a transient distance Tc (2.21) gives 

(2.29) 

(2.30) 

(2.31) 

(2.32) 

(2.33) 

This is the fundamental result obtained by van Kampen. The unperturbed 

matrix Ao is modified by an additional term due to the fluctuations in the 

coefficients. 

2.2.5 Application to One-Dimensional Induction: 

We will now obtain, using the previous analysis, the solution for quasi­

static induction in a medium in which the fluctuations vary only with depth 

and which is excited from above by a wave of infinite wave-length ( the MT 

problem) . 

With a time variation eiwt, Maxwell's equations become 

dEy . H 
--=iµw x 
dz 

and 

Therefore, using the basic differential equation 

(2.34) 

(2.35) 
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where O' = O'o +a0'1(z;e) and u = (Ey,Hx) we have 

The general solution to the unperturbed problem is 

.... A z-+ ( cosh1z 
u = e 0 c = 

,8 sinh1z 
tsinh1z) c 
cosh1z 

(2.36) 

(2.37) 

where ,8 = f!!t· ( / = ~· Utilizing this result in the integral in equation 

(2.33) gives for that integral 

Let 

a2100 

( O 
,82 (0'1(z)0'1(z - 1)) . 

o ,8 smh / z cosh / z 
0 ) 2 d1. 

- sinh /Z 

c1 = 1= ( 0'1 ( z )0'1 ( z -1)) sinh(f 1) cosh(t1)) d1 

c2=1= (0'1(z)0'1(z - 1)}sinh2 (11))d1 

(2.38) 

(2.39) 

(2.40) 

where c1, c2 are complex constants. Thus (2.33) and (2.38) result in the differ­

ential equations for the average or mean fields 

and 

d{Ey} = iµw(Hx) 
dz 

(2.41) 

(2.42) 

From (2.41) and (2.42), the differential equations can be obtained to describe 

the low-frequency propagation of the mean fields in the random medium. Thus 

the mean electric field in the random material satisfies the sure second order 

ODE 
(2.43a) 

and (Hx) satisfies a similar equation. For comparison the mean field in the 

average material obeys 

(2.43b) 
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and thus (2.43a) contains an additional first-derivative term and a modification 

in the constant multiplying (Ey)· 

The importance of the differences in the governing differential equation 

(2.43a) from the differential equation for the mean material (2.43b) is depen­

dent on the magnitudes of the average conductivity ( a 0 ), the fluctuation 

parameter ( a ), and the constants c1 and c2. In general, however, there is 

additional amplitude damping and a variation in phase rotation with depth. 

These results are common to problems of fields propagating through a one­

dimensional material with random parameters. 

2.2.6 Estimation of Solutions 

Solutions of (2.43) are dependent upon the constants c1 and c2 which are 

deteru1ined from the autocorrelation function of the random variations. This 

function may be estimated by conductivity well logs or a statistical analysis 

of the conductivity in sedimentary rocks combined with a knowledge of the 

sedimentary sequence. However, in the present analysis, some assumptions will 

be made to obtain the two constants ( c1, c2) and thus to determine estimates 

of the coefficients in (2.43) and then the form of the solutions to this equation. 

Recall for E = Ey,H = Hx that 

(2.43) 

where (3 = 'f, ,\ = iµw and 1 2 = ia0 µw and 

c1 = 1= (a1 (z )a1 (z - T )) sinh( /T) cosh( /T )dr 

and 

The autocorrelation function of the random conductivity is given by 

(2.44) 
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where D is the thickness of the stochastic structure. That is, one assumes the 

random structure is confined vertically to a thickness D. 

Let us assume that o-1 is scaled to be of order o-0 so that one can define 

if T <Tc (2.45) 

and zero otherwise in order to estimate the coefficients in the differential equa­

tion. With the assumption that the correlation distance Tc is a fraction of the 

skin-depth in the average medium 

to first order in /T and 

1
Tc 1 

- 2 inh( Tl in ( T T,......, --""2 2,.,..3 c2 - O"o s _____ \ I· ; s ___ h\ I· )d. ,......, ' Jo, c 
0 3 

to second order in /T. 

Thus, the differential equation (2.43) becomes 

Since o-oµw = l2 this can be written as 

d
2
(E) = .-3._(E)- ~ 2T;(E)- ~ 2T: d(E) 

dz2 i 82 84 a 2 84 a 3 dz · 

Then writing the correlation length 

Tc= aD 

(2.46) 

r2 47\ \ • I} 

(2.49) 

in terms of 8, the skin-depth in the average medium, one obtains a particularly 

simple expression for the differential equation governing the mean electric field: 

d
2
(E) _ -3_ (' _ 2 2) (E) _ ~ 2 3d(E) 

dz2 - 52 z a a 3b a a dz . (2.50) 
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The general solution for the mean electric field is therefore 

where 

and 

2 a 2a3 

p=---
3 b 

(2.51) 

(2.52) 

(2.53) 

The constants A and B are determined by the boundary values. The solution 

of the mean magnetic field can be found from 2.51 via 2.41. 

The solution demonstrates directly that there is additional amplitude de­

cay due to the random material, as expected. However, (2.52) and (2.53) 

express explicitly when this additional decay occurs. Equation (2.53) shows 

that the phase rotation is modified as well by the random material. 

Now, compare more closely the solution (2.51-2.53) with the homogeneous 

results where the material has no random fluctuations in conductivity. In the 

homogeneous solution, the parameter pis identically zero and q2 is simply l2 i. 

On the other hand, for the stochastic result both p and q are dependent on the 

fluctuation parameter, a which describes the extent to which the conductivity 

varies about the mean. When a = 0, p and q reduce to the values in the 

homogeneously conducting problem. Second, the correlation length Tc = ab 

affects the stochastic solution. For a fixed frequency, as Tc decreases then the 

parameter a in (2.52, 2.53) decreases and the solution eventually reduces to the 

uniform problem. In other words, if the variations do not correlate over sig­

nificantly large distances then no variation from the homogeneous case will be 

observed. Thirdly, the effects of the random variations change with frequency. 

In particular, the anomalous response diminishes to zero as frequency decreases 

(2.51 ). In the stochastic model, for a fixed correlation length (Tc), a decreases 

as frequency decreases since the skin-depth ( b) increases. Thus p (2.52) ap­

proaches zero as frequency decreases and q (2.53) approaches its value for the 

average conducting layer. Finally, the average conductivity of the random layer 
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also affects the stochastic solution. As the average conductivity of the random 

layer increases, the skin-depth 8 decreases and thus for fixed frequency and 

correlation length, the effects of the random layer increase (2.51-2.53) asp and 

q become more modified from their sure solutions. 

2.2. 7 Examples and Conclusions 

An examination of equations (2.51-2.53) indicates that for reasonable phys­

ical parameters one would not expect very large effects on the amplitude of the 

resulting fields but may well expect some reasonably significant effect in the 

complex phase angle of the solution. To investigate this a numerical routine 

was developed which utilized the sure differential equations (2.41, 2.50) to ob­

tain a solution for the mean fields. However, before these results can be shown, 

reasonable values for the fluctuation parameter (a) must be discussed. 

One difficulty with this formulation of the problem is that whatever ex­

cursions in conductivity above the mean are allowed an equal excursion below 

the mean is equally probable. Because of the estimate of the autocorrelation 

function (2.45), any values for a above 1 indicate a sixteen percent probability 

of negative conductivity. However, restricting a to be less than one would not 

allow for reasonable excursions above the mean. An examination of the prop­

agation matrix (Appendix 1) for a thin layer shows that, for small layers, the 

electric field is propagated through a layer of negative conductivity with a value 

approximately equal to the value obtained when propagated through layer of 

equal thickness but with a positive conductivity of the same magnitude. The 

magnetic field on the other hand is not propagated correctly. Thus, both mean 

fields are determined by first obtaining the mean electric fields via (2.50 - 2.53) 

and then obtaining the mean magnetic field from (2.41 ). 

The model employed to investigate the effects of the random material on 

the surface impedance consists of a stochastic layer over a uniform half-space. 

The approximation of (2.45) was used for the autocorrelation function of the 

conductivity variations. It is realized, of course, that this is an overestimation. 
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Also, since the differential equation (2.50) is only correct when z is more than 

one correlation length Tc within the random layer, the homogenous solution is 

used for the upper autocorrelation length in the random layer. This of course is 

incorrect but conservative, as the effects of the random layer are underestimated 

by this assumption and the results at lower frequencies will not be significantly 

affected. 

Figure 2.1 are examples of the surface impedance, Z0 , as a function of 

frequency for such a model as discussed above. Here Z0 is the ratio of the mean 

electric field to the mean magnetic field. The magnitude of the impedance is 

represented as the conventional apparent resistivity 

1 2 
Pa= -IZol · 

µow 

The phase angle of Z0 is termed the impedance phase. 

(2.54) 

In the first example (Figure 2.la), the average conductivity is uniform (.1 

S/m) everywhere below the Earth's surface. The random layer had a thickness 

of l 700m and an average conductivity of .1 S/m. The characteristic frequency 

of this layer is .9 Hz since at this frequency, for the average conductivity, the 

thickness (1700m) is approximately one skin depth. In other words, the layer 

is a thick layer relative to the frequencies to be utilized. The correlation length 

was taken to be 50m. Thus the stochastic results for frequencies greater than 

about 200 Hz must be held suspect as the characteristic frequency of this length 

is 1000 Hz. The random layer overlies a uniform half-space of conductivity 

.1 S/m. Thus, the response of the average material would be constant with 

frequency with an apparent resistivity lODm and an impedance phase of 45 

degrees. The fluctuation parameter (a) was chosen to be 5 and thus a negative 

conductivity has about a forty-two percent chance of occurring. The differential 

equation (2.50) is only correct for this model when z > Tc and thus the region 

z < Tc was estimated as uniform (lODm ). Note, the impedance approaches 

the uniform halfspace result as frequency decreases to 1 Hz. This is not the 

effect of the lower half-space since the fields have not significantly penetrated 

the lower half space until about 1 Hz. Similar curves to those in Figure 2.la 
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Figure 2.la: The effects on surface impedance of a 1700m random layer of 
average conductivity .1 S/m are plotted as solid lines. Beneath the random layer 
is a homogenous half-space of resistivity 10 Om. A uniform layer of 50m and 
resistivity lOOm overlies the random layer. The surface impedance due to the 
average structure is given by the dotted lines for comparison. The skin-depth (8) 
is given in metres for the average material at the beginning of each decade of 
frequency. 

for varying Tc, a and average conductivity confirm the conclusions previously 

stated in this section. 

As a second example, a thin (150 m) random layer was used with a 

smaller fluctuation parameter (a = 2.5). The average structure is again .1 
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Figure 2.lb: The effects on surface impedance of a 150m random layer of average 
conductivity .1 S/m. Beneath the random layer is a homogenous half-space of 
resistivity 10 Om. A uniform layer of 50m and resistivity lOOm overlies the 
random layer. 

S/m throughout with a uniform top 50m layer. 

As stated previously it is probable that the possibility of negative con­

ductivities is not a serious drawback. This is because it is the mean electric 

field which is determined from the stochastic results and the magnetic field 

is determined from the electric field. The electric field is in fact propagated 

approximately correctly through two thin layers; one of positive conductivity 

and the other with an equivalent but negative conductivity. However to check 

this assertion, a deterministic method was also studied. 
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2.3 A Deterministic Approach 

In this section, fine bedding effects on the MT one-dimensional surface 

impedance are studied with a deterministic or non-statistical model. This 

provides results for comparison with the statistical analyses of the previous 

section (Section 2.2). 

Figure 2.2: A doublet of two conducting layers which have conductivities u1 and 

u2 and thicknesses di and d2. 

Consider a pair of uniformly conducting layers which have conductivities 

(0"1,0"2) and thicknesses (d1,d2) respectively (Figure 2.2). Now, let 

and 

The average conductivity of the doublet is 

O"i di + 0"2d2 
O"ave = 

di+ d2 

Substitution of (2.55) in (2.56a) gives: 

(
l+rR) 

O"ave = 0"1 1 + R . 

(2.55) 

(2.56a) 

(2.56) 

To verify the previous sections results a model was developed of fine struc­

ture and a numerical method for determining the surface impedance due to this 

model. The physical model consists of a stack of n doublets of the type illus­

trated in Figure 2.2 with the variable parameters, r, Rand L. The parameter 

L is analogous to the correlation length Tc in the stochastic problem and r is 
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equivalent to the fluctuation parameter a. For example, from (2.56) and (2.55), 

r = 1 is equivalent to a = 0 (2.51 ). From the statistical results, the largest 

effects are expected from the fine structure to occur for high aave, w, L and 

either larger or small r. The next figures (Figures 2.3,2.5) show this is indeed 

correct for the parameters Land r. The effect of the average conductivity was 

verified but the results are not shown here. 

To obtain the electromagnetic solutions for these models accurately, I uti­

lized a propagator matrix technique for determining solutions to the forward 

one-dimensional problem. This method, which is discussed in Appendix 1, al­

lows one to determine quickly and accurately the electromagnetic fields due to a 

large number of fine layers bounded below by a homogeneous half-space. (The 

uniform half-space below is no restriction since if an infinitely thick fine struc­

tured material is required; it is sufficient to place the half-space at sufficient 

depth that the fields will not significantly penetrate it.) If desired, a uniform 

layer of arbitrary thickness and conductivity can be added above the fine struc­

ture material to remove any possibility of effects on the surface impedance from 

the first doublet. 

From the results of the previous study, it is expected that the most sig­

nificant effects on the impedance will occur when r (ratio of conductivities) is 

either small or large or when there is a high conductivity contrast between top 

and bottom layers in the doublets. Figure 2.3 contains a comparison of surface 

impedance for various values of r. The conductivity structure used is a half­

space of uniform average conductivity .lS/m but buried at lOm is a 1700m 

layer of fine bedding. This will be the structure assumed for the remainder 

of the analyses but with different values for the parameters r, R and L. Any 

deviation from an apparent resistivity of lOf!m and an impedance phase of 45 

degrees is an anomalous response due to the fine bedding. The doublet thick­

ness was 50m and R = 3 for Figure 2.3. This figure shows clearly that the 

effects of fine bedding increase with conductivity contrast as in the statistical 

analyses. Figure 2.4 is a study of the effects of the parameter R, the ratio of 
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Figure 2.3: A comparison of anomalous impedance response for the parameter 
r (2.55). The structure is a half-space of average conductivity .1 S/m but buried 
at lOm is a 1700m layer of fine bedding with a doublet thickness, L, of 50m. R 

(2.55) is fixed at 3. 
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Figure 2.4: A comparison of anomalous response for the parameter R. The 
structure is the same as in Figure 2.3, above but now r is fixed at .1 and R is 

varied. 
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thicknesses. Equations 2.56 and 2.55 show that as R becomes small, the top 

conductivity ( a1) approaches the average conductivity and the bottom layer 

becomes a very thin but highly resistive layer. Thus as expected, intuitively, 

the anomalous response decreases as R becomes small. However, notice that 

the maximum anomalous response occurs when R = 3 not when R is largest. 
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Figure 2.5: The effects on impedance of fine layered structure: apparent resistiv­
ities and impedance phases as functions of frequency for three doublet thicknesses 

(10,20 and 50m). The average conductivity of each doublet is .lS/m. 1700m of 
the fine structure is buried lOm below the surface in a homogeneously conducting 

half-space of the same conductivity (.1). 
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To study the effects of the total doublet thickness and frequency; a fine 

layering model was used with R = 3 and r = .01 where, according to the 

previous figures, a significant anomalous response was expected. The same 

structure was used as in the previous figures but L was varied. In Figure 

2.5, the impedances are shown for three doublet thicknesses, L = 10, 20 and 

50m. Recall that for a uniform half-space of the same average conductivity 

the apparent resistivity would be constant at 10nm while the impedance phase 

would be constant at 45 degrees. Thus, any variations from these constants 

indicates a difference between the effective conductivity and the response of 

the average medium. 

Two tables are included to help the reader scrutinize the results of Figure 

2.5. Table 2.1 contains the thicknesses and resistivities of each layer in the 

doublet for the three doublet total thickness, L. Table 2.2 contains a sampling 

of relevant skin-depths in the average medium and the top and the bottom 

layers at 4 frequencies. These tables are included to show that the 

Table 2.1: 

L(m) di(m) p1(nm) d2(m) p2(nm) 

10 2.5 2.57 7.5 257 
20 5 2.57 15 257 
50 12.5 2.57 37.5 257 

Layer Depths and Resistivites for 3 Doublet Thicknesses ( L) 

Table 2.2: 

p(nm) 3000Hz lOOOHz 500Hz lOOHz 

10 29 50 71 159 
2.57 15 26 36 80 
257 147 255 360 806 

Skin Depths( m) 

thicknesses of the layers are small compared to skin-depths at the frequencies 

presented. 
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The statistical results for the effect of correlation length or doublet thick­

ness is corroborated by Figure 2.5. The decreasing effect of the fine structure 

with decreasing frequency is also corroborated by this study. First note that the 

anomalous response, both in magnitude and phase, decreases as the frequency 

decreases in all curves in Figure 2.5. This is not the effect of the uniform half­

space below the fine layering, since i 700 m. is one skin-depth in the average 

medium at about .9 Hz. A comparison of the responses for the three doublet 

thicknesses (Figure 2.5) shows that the anomalous response decreases with dou­

blet thickness. Recall that the doublet thickness, L, in the deterministic model 

is equivalent to the correlation length, Tc in the statistical model. 

Generally, the most significant anomalous responses are the impedance 

phases, since variations in apparent resistivity of even up to fifty percent are 

not usually considered important in the study of the Earth's crust. It should 

however be noted that variations in phase of up to ten degrees were obtained 

from fine layered structure of this type. This may be relevant in consider­

ing that applications of one-dimensional inversion methods often assume errors 

with phases much less than seen here. It is interesting to note that the maxi-

mum anomalous phase response moves up in frequency as the doublet thickness 

decreases. Also, it is interesting to note that the maximum phase excursion for 

the 50 m doublet thickness occurs between 300 and 400 Hz. In this frequency 

range both layers of the doublet are extremely thin compared to a skin-depth 

in the respective layer (Tables 2.1 and 2.2). Even at a decade less (30-40 Hz.) 

there is still a significant anomalous impedance response for the 50 m doublet. 

2.4 Summary 

In this chapter, the effects of fine structure in a layered medium has been 

studied via two methods. Principally these studies were done with the use of a 

stochastic model but a simple deterministic model was also examined to show 

that the effects observed are fundamentally those of fine layers, not of their 

stochastic nature. Both methods confirm that variations in impedance magni-
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tude, caused by such fine structure, are probably not normally very significant 

for studies of the Earth's conductivity structure. However, the impedance 

phases variations should be considered. These phase variations occur, most 

significantly, at high frequencies, with large correlation lengths, high average 

conductivity and when there are high contrasts in conductivity between the 

beds. The results show that fine bedding can produce an impedance phase 

response differing from the uniform case by as much as 10 degrees. The effects 

on the apparent resistivities are less significant. They vary from the uniform 

model by at most a factor of two. 

A conclusion, not surprisingly, of this chapter is that it seems very diffi­

cult to make the problem of one-dimensional inversion difficult by introducing 

irregularities in the conductivity distribution. The concept of an effective bulk 

medium is a valid one for the one-dimensional problem. One must look else­

where for real obstacles to the MT technique. 





CHAPTER 3 

H-POLARIZATION INDUCTION IN TWO SEMI-INFINITE SLABS 

3.1 Introduction 

Although there are a number of efficient two-dimensional modelling pro­

grammes available for calculation of electromagnetic induction responses to 

uniform source fields, analytic solutions to particular problems are always valu­

able. The effects on the Earth's natural electromagnetic field of vertical con­

tacts of infinite length between two regions of different conductivity are the 

most studied analytic problem in magnetotellurics ( d'Erceville and Kunetz, 

1962, Rankin, 1962, Weaver, 1963, Parker, 1968, Weidelt, 1971, Schmucker, 

1970, Bailey, 1977, Dawson and Weaver, 1979). There are a number of impor­

tant reasons why this is so. The solutions of such problems are of significant 

geophysical interest when describing changes in apparent resistivity across con­

ductivity discontinuities which reach near or to the Earth's surface. These solu­

tions, for example, are important in explaining the coast effect on geomagnetic 

variations. Numerical solutions may not be sufficient, in all cases, because of 

numerical inaccuracies. Thus analytic solutions are essential and also provide 

an important means for checking numerical programmes. 

The H-polarization solution, for a vertical contact between two different 

homogeneous conducting media, underlain by a half-space of arbitrary but uni­

form conductivity and excited by a uniform source field, is sought in this chap­

ter (Figure 3.1 ). The very first analytic solution obtained in magnetotellurics 

( d'Erceville and Kunetz,G , 1962) was for just this problem, for the particular 

cases in which the conducting substratum was either a perfect conductor or 

a perfect insulator. Rankin (1962) adapted this solution to obtain the effects 

of a conducting inhomogeneity in the shape of a rectangular prism of infinite 

strike length. These two solutions ( d'Erceville and Kunetz, Rankin) have been 
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used extensively to check the accuracy of numerical methods. However, they 

are of limited use for this purpose since the theoretical result is restricted to 

substratum conductivities which are either zero or infinite. More recently, Bai­

ley (1977) and Dawson and Weaver (1979) have studied the same problem 

when the two semi-infinite slabs could be considered thin sheets (Schmucker, 

1970). The remainder of the analytic solutions (Weaver, 1963, Parker,1968, 

Schmucker, 1970, Weidelt, 1971) are for the other two-dimensional polariza­

tion ( E-Polarization). Thus, previous solutions to the inhomogeneity problem 

addressed in this chapter were restricted to unrealistic basement conductivities 

(i.e. zero or infinite) or to the approximate solution at very low frequencies 

(i.e. thin sheet). 

For solutions at the surface of the earth, the d'Erceville and Kunetz so­

lution is adequate for higher frequencies, while the Dawson and Weaver solu­

tion is adequate at frequencies low enough that the slabs may be considered 

thin sheets. This chapter, however, contains an analytic solution for the com­

plete frequency range for any desired lower half-space conductivity. The anal­

yses also provide a more complete proof of the first solution ( d'Erceville and 

Kunetz,1962) for the case of an infinitely resistive basement. As well, the proof 

shows that below the Earth's surface the original solution of d'Erceville and 

Kunetz is not exactly correct in the case of a perfectly conducting substratum 

since from a rigorous point of view this substratum conductivity also contains 

a contribution due to a continuous spectrum. The uniqueness of the solution 

is discussed as well as the nature of its inadequacies. Comparisons to numeri­

cal solutions are shown and some interesting geophysical implications are also 

discussed. 

3.2 The Boundary Value Problem 

The model to be considered is shown in Figure 3.1. The earth's surface 

( z = 0) is taken to be a fl.at boundary between the atmosphere (considered 

insulating), and the conducting earth. The earth is assumed to consist of two 
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semi-infinite slabs of different conductivities ( a 1 , a 2 ) contacting at x = 0 and 

bounded below, at z = D, by a half-space of arbitrary conductivity, O'b. The 

magnetic permeability is assumed constant, throughout all space with a value 

equal to the permeability of free space, µ 0 . 

CJ= 0 
z=O 

y~x CJ1 CJ2 

z=D 
(Ji,.._ 
- u 

Figure 3.1: The Model. Two semi-infinite conducting slabs, over a half-space of 
arbitrary conductivity under a perfect insulator. The conductivities of the slabs 
are neither zero nor infinite. 

All the physical parameters are thus independent of the coordinate y. If 

the electromagnetic source field is also independent of y, this boundary value 

problem decouples into two independent modes, which are termed the E and 

H-Polarizations (Jones and Price, 1970). In the H-polarization mode, the mag­

netic field has only one component , ( Hyy ) while the electric field has com­

ponents ( Exx, E/i, ). 

If the magnetic field, Hy , is sinusoidally varying in time then 

Hy(x, z) = H(x, z)eiwt (3.1) 

and thus, trivially \7 · ii = 0 everywhere. The electric fields, in a region 

of constant conductivity, are determined from Hy by the differential form of 

Ampere's law as 
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(3.2) 

where the magnetic effects of displacement currents have been neglected. Uti­

lizing (3.2) and Faraday's law, H satisfies the Helmholtz equation in the con­

ducting regions 

2 ( 32 32 ) . 2 \7 H = - + - H = iO'µwH =a: H. 
8x2 8z2 

(3.3) 

Further, if the effects on the magnetic field at the surface of the earth of 

displacement currents in the air are neglected then from (3.2) 

when z = 0 8H =O 
ax ' -00 < x < oo. 

This is obtained from the vanishing of normal current density across the earth's 

surface. Therefore, at the surface of the earth H is a constant, 

H(x, 0) =Ho (3.4). 

Since, the effects of the contact on the electromagnetic fields must become 

zero at infinite distances from the contact 

H(x, z) -t Hf (z), x -t -oo 

H(x, z) -t Hg(z), x -t +oo, 

(3.5a) 

(3.5b) 

where Hf ( z) are the magnetic fields due only to the layer over the half-space 

on the respective sides of the contact. Equations (3.1-3.5) are the accepted 

governing equations and boundary conditions for the H-Polarization. 

To obtain a solution I follow the method of d'Erceville and Kunetz (1962) 

but with modifications and clarifications. Thus, let 

Hi(x, z) =Hf (z) + Pi(x, z), i = 1, 2, (x, z) E 'Di (3.6) 
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where 

'D1 = {(x, z), -oo < x S 0, 0 S z SD} 

'D2 = { ( x, z), 0 S x < oo, 0 S z S D} . 

(3. 7 a) 

(3.7b) 

Since, both Hi and Hf satisfy the Helmholtz equation (3.2) inside their respec­

tive regions, then from (3.3) and (3.6) 

(3.8) 

From (3.4, 3.5) and (3.6) 

Pi(x,O) = 0, i = 1,2, V x (3.9) 

and from (3.5) 

Pi(x, z)-+ 0 as !xi -+ oo. (3.10) 

The vertical electric field must also go to zero as lxl becomes infinite. Thus, 

both Pi and its normal derivative are specified at infinity. The boundary is 

closed (Morse and Feshbach, 1953, Chapter 6), in the terms of the theory of 

partial differential equations, since the domain of z is finite, the domain of x is 

semi-infinite, and the value and normal derivatives are specified at infinity in 

x. 

One also requires additional electromagnetic boundary conditions at the 

contact interface (x = 0). The continuity of tangential magnetic field requires 

(3.6) 

0 S z sD (3.lla) 

while the continuity of tangential electric fields requires from (3.2) 

for x = 0 0 S z S D. (3.llb) 

The continuity of normal current across the contact is trivially satisfied. 

To see this, note that by (3.2) the continuity of normal current density requires 
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the continuity of vertical derivative of the total magnetic field. Since the total 

magnetic field is continuous for all z on the contact, the vertical derivative must 

also be continuous across the contact except possibly at the intersection (O,D ). 

At z = D, for most cases the vertical derivative does not actually exist. 

The Helmholtz operator (3.8) is elliptic and thus for a closed boundary 

with constant ai , either Dirichlet (value specified) or Neumann (slope speci­

fied) boundary conditions give a unique and stable solution. Cauchy boundary 

conditions (slope and value specified) will overspecify the solution (Morse and 

Feshbach, pg 706). From equations (3.9-11), note that there is a mixture of 

boundary conditions. At !xi= oo, Cauchy boundary conditions apply, at z = 0 

Dirichlet conditions (3.9) apply while at x = 0 there is (3.11) a modification of 

Cauchy conditions. Except for the two cases when the basement conductivity is 

either zero or infinite or unless one satisfies the problem in the lower half-space, 

there are no boundary conditions which can be applied at z = D (except at 

the endpoints, x = 0 and !xi = oo ). This is because the fields are unknown on 

this boundary. I will now proceed to outline a method for obtaining solutions 

which does not require solving the problem in the basement. The adequacy of 

3.3 Separability and the Eigenfunctions 

No theoretical guide was found to the boundary value problem which has 

been described above. Problems with semi-bounded domains and mixed bound­

ary conditions are not generally available. A comprehensive theory therefore 

had to be developed for the general problem as well as the particular solution 

needed here. This section is somewhat more broad than the problem at hand 

as it develops the general theory for the required solution. 

Solutions are sought, within the domains Vi, for the differential equations 

82 Pi 82 Pi 2 . ( ) 

8
x 2 + 

8
z 2 - aiPi = 0, i = 1,2 3.12 

where ai is constant in region i. These differential equations are separable in 

rectangular coordinates (Morse and Feshbach, pp. 498), and since the surface 
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z = 0 is a nodal surface (Pi = 0) this is also an appropriate coordinate system 

for solution (M and F, pp. 497). 

A separable solution has the form 

(3.13) 

Substitution of (3.13) in (3.12) leads to 

(3.14) 

if Xi is bounded and non-zero. (The solution of (3.12) will be bounded within 

each region but not necessarily at boundaries.) Since the first term is a function 

of x only, while the second term is a function of z only and the third is a con­

stant, the above equation implies that each term in the equation is independent 

of position (constant) and that their sum is zero. That is 

(3.15a) 

(3.15b) 

or 

(3.15c) 

(3.15d) 

where ,\ 2 is termed the separation constant. The family of separable solutions 

consists of products of solutions of (3.15a) and (3.15b) where each product has 

a different separation constant. The general solution of (3.12) can be expressed 

as a linear combination of elements from the set of separable solutions (M and 

F, pp.498). The eigenfunctions and eigenvalues of (3.15) which contribute to 

the solution (the spectrum), must now be determined. The spectrum may be 

either a continuous set of points (continuous spectrum) or a set of discrete 

points (point spectrum) or contain both a continuous and a point-spectrum 
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(Titchmarsh,1962). If the spectrum is discrete, there may be either a finite or 

an infinite number of points in the spectrum. 

To determine the eigenfunctions and spectrum, let us consider the anal­

ogous problem of a membrane which satisfies the Helmholtz equation on a 

box (Figure 3.2). Recall that for the elliptic operator and a closed boundary, 

Dirichlet boundary conditions uniquely determine a solution. Therefore, there 

exists a unique solution to the following boundary value problem, 

0 L x 

D ---------------------· 
f 2 

z 

Figure 3.2: An analogous problem on a box. 

- k2 Uxx + Uzz - u, 0 < z < D, 0 < x < L (3.16a) 

u(z, 0) = fi(z), 0 < z < D (3.16a) 

u(D, x) = h(x), O<x<L (3.16b) 

u(z,L) = h(z), 0 < z < D (3.16c) 

u(O,x) = f4(x), 0 < x < L. (3.16d) 

The solution can be given by separation of variables (3.15) as 

u(z,x) = u1(z,x) u2(z,x) + u3(z,x) + u4(z,x) (3.17) 
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where 

u1(z,x) = f c~1 )sin nDu sinh/3n (L - x), c~l) = D . :/3 r {
0 
fi(s)sin~ds (3.18a) 

sin n.u Jo D 
n=l 

(2) _ 2 lL . nrrs 
Cn - L . h/3 D h(s)sm-ds (3.18b) 

mn n 0 L 
n=l 

(3) 2 lD . nrrs 
Cn = . h/3 f3(s)sm-ds (3.18c) 

Dsm nL 
0 

D 
n=l 

oo L 

u4(z, x) = Cn sin- smh/3n (D - z), Cn = . f4(s)sm-ds (3.18d) L (4) . nrrx . (4) 2 l . nrrs 

L L smh/3nD 
0 

L 
n=l 

where by (3.15) (3~ = k2 + ( ~)2 in (3.18a) and (3.18c) and (3~ = k2 + ( ~rr)2 in 

(3.18b) and (3.18d). The solution satisfies (3.16) and thus is the unique solution 

in the set of solutions which can be represented as an infinite sum (3.18). For 

example, in the one-dimensional problem the Fourier expansion can adequately 

approximate a function if there is a finite number of discontinuities in the 

interval and if the function is bounded. In the same sense, one would expect 

such a solution (3.18) to satisfy the boundary value problem (3.16). With the 

elliptic operator, infinite discontinuities decay rapidly from single points and 

thus such a representation (3.18) would adequately express the function except 

at or near a finite number of discontinuities or singularities. 

Let us examine the membrane problem (3.16) as the domain of x increases 

to infinity. Let f4(x) = 0, as in the electromagnetic problem being considered 

when Pi = 0 at the Earth's surface. This requires 

C(4) - 0 \..J n - , vn. (3.19) 

Second, let us assume that 

h(L)-+O as L-+oo (3.20) 

and furthermore that, beyond some value for x, f2 decays exponentially. (This 

is a reasonable assumption for the secondary magnetic field.) Actually, for the 
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next result this requirement can be weakened, as it is merely required that the 

inner products of fz with the sine eigenfunctions remain bounded 

lim I {L fz(s)sin nL11"s dsl < oo 
L-oo Jo 

and therefore by (3.18b) 

C(2) --+ 0 L u n , --+ oo, vn. 

Also, note that even as L --+ oo 

and it would appear that 

I . n11"x I 
smy :::;1, 'Vx 

u2(z,x)--+ 0, 'V(z,x) as L-+ oo. 

(3.21) 

(3.22) 

This would imply that the lower boundary condition does not influence the 

solution! However, as will be shown later, (3.22) is not always correct. The 

significance of the contribution due to u 2 will be discussed more fully below. 

Now combine (3.18a) and (3.18c) to give 

00 

1 L . n11"z - sm--
2 D 

n=l 

It can be shown that only one term actually remains in (3.23) as the domain 

of x is extended to infinity (i.e. L --+ oo) if it is required that h( z) --+ 0 as L 

goes to infinity as in the EM problem. Thus, as L--+ oo 

Vn (3.24) 

and therefore the two terms containing c~3 ) go to zero in (3.23). Considering 

the two terms containing c~1 ); 

(3.25) 
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by (3.18a) under the reasonable assumption that fi(z) is singular only on a 

set of measure zero (i.e. singular only at a finite or infinite number of discrete 

points). 

However, 

(1) fJnL -/3x - e J ( ) . n7rsd 4 -fJnx lD 
en e e - D (l _ e-2 fJnL) 

0 
I s smD s (3.26a) 

--+ 4e-fJnx {D n7rs 
L - 00 D lo /1(s)sinDds. (3.26b) 

Therefore by (3.19, 3.21) and (3.23-3.26) 

00 

u(z,x) = L Cnsin n;z e-fJnx (3.27) 
n=l 

where 
2 {D . n7rs 

Cn = D lo fi(s)smDds. (3.28) 

It follows then, that as L is extended to infinity a set of discrete eigenvalues 

(3.15a) or spectrum (i.e. n (_;))is retained. 

Although 

u(z,x) - 0 = h(z), as x - oo 

u(O,x) = 0 = f4(x), 

u(z, 0) = fi(z), 

as required, when z = D 

00 

u(D, x) = L Cnsin(n7r)e-,8"x = 0 =f. h(x) 
n=l 

(3.29a) 

(3.29b) 

(3.29c) 

and the solution will not necessarily satisfy the lower boundary condition. This 

implies that the solution cannot always be represented correctly with only a 

point-spectrum as the domain of x increases to infinity. The question then 

arises as to how a continuous set of eigenvalues (continuous spectrum) arises 

and what is the nature of the error when it is neglected. 
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Returning to look at equation (3.17), it was shown that u4 = 0, everywhere 

(3.18d). While from the previous analysis, u1 + u3 is adequately represented 

by a discrete spectrum and thus by (3.27). Upon closer investigation of u2 , 

one notices (3.18b) that as the domain of x goes to infinity the spectral density 

becomes continuous as nz - 0 while c~2 ) - 0 (3.21). Thus, the error in the 

solution is exactly lu2(z, x)j. However, 

u2(0,x) = 0, \Ix 

u2(z, 0) = 0, Vz 

u2(z,x) - 0 x - oo 

(3.30a) 

(3.30b) 

(3.30c) 

independent of L and thus the solution is correct and unique on the surface 

of the earth, at the contact and as lxl - oo. Note also that in the case of 

a perfectly insulating basement, h will be exactly zero and thus so will u 2 . 

Therefore, in this case, there is no need for a continuous spectrum. This is one 

of the substrata considered by d'Erceville and Kunetz (1962). 

One can analyse more exactly the magnitude of u2 and thus the error. In 

principle, if u 2 is known on z = D then it is known everywhere. From (3.18a), 

for finite L 

~ . mrx sinh,Bnz 2 [L . mrs 
u 2(z, x) = ~ smy sinh,BnD L Jo h(s)smyds. (3.31) 

Note again that u2 is zero on the surfaces z = 0, x = 0 and x L. As a 

function of z, lu2(x)I has its maximum at the boundary z = D since I sinh,Bnzl 

is an increasing function of z. 

To examine u 2 when Lis infinite, an informative example is the case where 

the solution decays exponentially along the bottom surface. That is, 

h(x) = u(D,O)e-ax = u(D,x). 

Then, using (3.31) for L finite: 

L
oo . n7rx n (l - e-aL) 

u2(D, x) = 27ru(D, 0) sm-L 2L 2 2 2 
a + n 7r 

n=l 

(3.32) 
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where qo = f, qn = nqo. Now letting L -+ oo, u2 can be expressed as a sine 

transformation: 

u2(D,x) = ~u(D,O) ('° sin(qx) 
2 

q 2dq. 
7r lo a + q 

(3.33) 

This is obviously the transformation of a-4q2 , which is itself the sine transform 

of u2 ( D, x ). In general, the error in the semi-unbounded problem (i.e. L = oo) 

is given by 
2 ( 00 

• sinhjJ(q)z A 

u2(z,x) =;lo sm(qx)sinh/J(q)D u2(D,q)dq (3.34) 

where jJ(q) = Jq 2 + k2 and ft 2 (D, q) is the sine transform of u2(D, x) or 

u(D, x ). Therefore, if u2(D, x) is known, the complete solution can be found 

from (3.34). 

It is now possible to consider the second case solved by d'Erceville and 

Kunetz (1962). In this instance, the basement is considered infinitely conduct­

ing and therefore the normal derivative of the secondary magnetic field is zero 

on the boundary, z = D but the magnetic field is not zero. uz is therefore not 

zero and the contribution of the continuous spectrum is not obviously zero as 

was assumed by d'Erceville and Kunetz. 

The appropriateness of the Fourier solution is of course dependent on the 

nature of the discontinuities and singularities in the function one wishes to rep­

resent. The function is required to be continuous except at a finite number of 

points (piecewise continuous). As well, the Fourier solution can only approxi­

mately represent the solution at singularities. No singularities are expected in 

the EM problem except possibly in the derivatives at the intersections (0, 0) 

and (D, 0) (Dawson and Weaver,1979). 
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3.4 The Solution 

I wish now to obtain the solution to the original electromagnetic problem 

utilizing only the point or discrete spectrum but keeping in mind the nature 

of the error by not including the continuous spectrum. That is, the solution 

is exact at the surface, z = 0 but has an error as z increases. From the con­

siderations of the previous sections, the perturbed magnetic field is expressed 

as 
00 

Pi(x, z) = I::[Ainsin(.Xnz)]e±,B;nx, i = 1, 2 (3.35a) 
n=l 

where /3fn = ar +A~. The secondary electric fields are given by (3.2) 

(3.35b) 

(3.35c) 

but only if the derivatives can be obtained by term by term differentiation. 

Now, reconsider the eigenvalues An and thus the periodicity of Pi. Since 

all the perturbed electromagnetic fields are to be obtained by a Fourier ex­

pansion, the problem of convergence must be considered. As well, a means 

to estimate the function u 2 which comes from the continuous spectrum is de­

sired. Especially at the end points of the domain of expansion, continuity of 

the perturbed magnetic field is required. This will ensure that the expansion 

(3.35a) converges uniformly in z throughout the interval. Uniform convergence 

is essential so that one may obtain the vertical derivative of the perturbed 

magnetic field, and therefore the secondary horizontal electric field, by differ­

entiation everywhere in the interval of expansion. That is, if (3.35a) converges 

uniformly throughout its period then the sum of the term by term derivatives of 

(3.35b) with respect to z will also converge. It is also required that the vertical 

derivative of Pi be continuous at the endpoints. If the vertical derivative were 

discontinuous, then there would be inaccuracies near the discontinuity, over­

shoots or undershoots at the corners (Gibbs' phenomenon) and the perturbed 



CHAPTER S : Induction in Two Semi-Infinite Slabs 57 

horizontal electric field will converge, at z = 0, but only to the mean of the 

values at the two endpoints of the z-domain. Since one wishes to evaluate the 

fields correctly at the Earth's surface to obtain the impedance, this continuity 

is essential. It is important to note that convergence of the expansion for the 

vertical derivatives of the Pi is ensured but not uniform convergence. Thus, 

discontinuities in the derivatives of Pi will cause Gibbs' effects in the secondary 

horizontal electric field. However, it is ensured that there are no such effects 

at the surface z = 0. This is essential since this is the surface on which MT 

measurements are made. It is therefore required that 

i = 1,2 

i = 1,2 

where Tis the periodicity. 

(3.36a) 

(3.36b) 

Pi(x, z) must be extended to a larger domain, in z, than (0, D) in order 

to obtain an expansion that ensures (3.36). This was done by d'Erceville and 

Kunetz, possibly unknowingly, in the case of the perfectly conducting basement. 

The above requirements (3.36) are satisfied if the perturbed magnetic field, Pi, 

is periodic in 4D ensuring (3.36a) and antisymmetric about z = 2D ensuring 

(3.36b ). Thus, extending the entire problem to z E (0, 4D] with the layered or 

primary fields (Hf) being antisymmetric about z = 2D ensures the required 

results. The boundary conditions at the contact and at infinity are the same 

as for the smaller domain (3.5, 3.11). Therefore, the eigenfunctions of (3.35a) 

have the form, 
nrrz 

sin( 
2

D ). (3.37) 

The boundary value problem is summarized in (3.46a-e). 

In the cases of a perfectly conducting or insulating substratum, the present 

formulation of the boundary value problem reduces to the formulations used 

by d'Erceville and Kunetz in their original solutions. The problem of conver­

gence of the perturbed magnetic field and the correct convergence of its vertical 

derivative were never considered by these authors. It was fortunate that their 
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considerations of the boundary conditions at the interface of the lower half­

space gave the continuity which was required. Note that if only even values 

of n are used (3.37) then the solution is that of (3.18) and necessarily Pi = 0 

at z = D and thus one has completely neglected the error function u 2 (3.31). 

However, the inclusion of odd n allows us to estimate the contribution due to 

continuous spectra. Remember of course that the contribution of the continu­

ous spectrum is zero at the surface z = 0 and the odd point-spectrum does not 

contribute here. 

The Fourier coefficients Ain are obtained by applying electromagnetic 

boundary conditions at the contact x = 0 (3.11). The continuity of the tangen­

tial magnetic field H and the tangential electric field Ez across the interface 

x = 0 results in the equations 

(3.38) 
n n 

and 

(3.39) 

for z E [O, 4D]. 

Utilizing these equations and the orthogonality of the sine functions, from (3.38) 

1 1
4D o o . n7rz 

Cn = 
2
D 

0 
(H1 (z) - H2 (z))sm( 

2
D) = A2n -A1n (3.40) 

and from (3.39) 

(3.41) 

Thus, (3.40,3.41) imply: 

(3.42a) 

(3.42b) 
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The continuity of normal f is ensured at the contact since 

0:::; z:::; 4D (3.43a) 

and by (3.2), the horizontal current density (normal to the contact) is the 

negative of the vertical derivative of the total magnetic field. Therefore 

(3.43b) 

3.5 Layered Solutions 

If a layer of conductivity (Ji and thickness D overlies a half-space of con­

ductivity (Jb, where neither (Ji nor (Jb are zero or infinite, the magnetic and 

electric fields in the upper layer can be expressed as 

where 

o [Kie°'iz + e-a;z] 
Hi (z) =Ho-----­

Ki + 1 
o C\:'i [-Kie°'iz + e-a;z] Ex.(z) =Ho-.;_ _____ _;;_ 

' (Jj Ki+ 1 

0:::; z ::; D, (3.44a) 

(3.44b) 

Ri = ~ and Hf(O) =Ho. (3.45) v (Ji 

These expressions (3.44,3.45) are suitable for basement conductivities of 

either zero or infinity. For it can be shown that the limits of (3.44a) and 

(3.44b) as (Jb -+ 0 or (Jb -+ oo exist and are equal to the above expressions 

when (i = -1, (Ri = 0) or (i = 1, (Ri = oo). 

To extend the problem to the larger domain (0, 4D), the normal (layered 

solution) magnetic fields are continued analytically via (3.44a) to the domain 

z E [O, 2D) and then via antisymmetry to z E [O, 4D). Therefore one can obtain 

the Fourier coefficients, Cn (3.40). 
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3.6 The Uniqueness of the Solution 

As mentioned earlier, no theoretical framework was found for this bound­

ary value problem with the particular type of boundary conditions required 

here. It must therefore be verified that the solution obtained is unique. It 

must be ensured that not merely a solution was found but that the only solu­

tion was obtained. 

The solution space is the set of bounded, differentiable functions with 

bounded derivatives. The solution given by (3.35a) is obviously bounded and 

differentiable on the given domains, 'Di. The completeness of the solution space 

is given by Fourier theory and the theory of partial differential equations in 

separable co-ordinates. That is, the sequence of functions formed by finite sums 

of Fourier components converges to a solution within the space of bounded and 

differentiable functions. In fact, the solution is unique up to discrete spectra 

in the solution space, as will be proven below. 

Pi(x, z) , i = 1, 2, must satisfy the conditions 

Pi(x,O) = 0 i = 1,2 

i = 1,2 

P1(0, z) - P2(0, z) = Hg(z) - Hf(z) 
1 8P1 1 8P2 

x=O 

(3.46a) 

(3.46b) 

(3.46c) 

(3.46d) 

(3.46e) 

Suppose the solution is not unique. Then there exists solutions Pi of the above 

equations such that 

(3.47) 

where Pi is the solution given by the above method and hi(x, z) =f. 0 somewhere 

in the domain 'Di. 
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Upon substitution of (3.47) in (3.46), it can be shown that 

hi -+ 0, x -+ -oo h2 -+ 0, x -+ +oo 

i = 1,2, 

hi(x,O) = 0 , i = 1,2 

h1(0, z) = h2(0, z) 0::; z ::; D, 

---=--- x=O 0 ::; z ::; D. 
1 8h1 1 8h2 

(3.48a) 

(3.48b) 

(3.48c) 

(3.48d) 

(3.48e) 

Suppose that the functions hi are bounded. Then, the boundary value 

problem for the hi are separable and hi has a solution of the form 

hi(x, z) = L Xin(x)<Pin(z) i = 1,2 (3.49) 
n 

such that 
1 II 1 II 2 ) 

-xin + -;:-<Pin = ai (3.50 
X in 'f'in 

where I implies differentiation with respect to the appropriate variable. x in 

and ef>in satisfy the differential equations 

_l_x" = ->.2 
in n 

Xin 

1 ,;..II ( 2 ,\2) /32 -;::-'f'in = ai + n = in· 
'l'tn 

(3.5la) 

(3.5lb) 

Since <P is defined over a finite domain then there exists an infinitely de­

numerable set of solutions to (3.5la) such that 

(3.52) 

The boundary condition as x -+ ±oo requires for all n 

X1n(x) = Ae.Binx (3.53a) 

and 

(3.53b) 
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The square root of f3fn is chosen such that as An -+ oo then f3in -+ +..\n. 

Thus, the solutions for the hi are 

00 

hi(x, z) = I)a1ncos(..\nz) + b1nsin(..\nz)]e.81 nx (3.54a) 
n=l 

and 
00 

h2(x, z) = I:[a2ncos(..\nz) + b2nsin(..\nz)]e-.82nx. (3.54b) 
n=l 

Applying the condition that hi = h2 along the contact and using the orthogo­

nality of the sinusoidal functions implies that 

(3.55) 

Utilizing this result and the continuity of the vertical electric field across the 

contact one concludes that 

(3.56a) 

(3.56b) 

Thus, if a1 n #- 0 or b1 n -=f. 0, then 

/31n /32n -=-- ,n = 1,oo (3.57a) 

or 
Jicr1µw + ..\~ _ Jicr2µw + ..\~ 

cr1 cr2 
(3.57b) 

which clearly is false if cr1 #- cr2. Therefore, 

n = 1,oo (3.58) 

and h1 and h2 are zero everywhere, and the solution is unique in the set of 

bounded, differentiable functions. If the function is nondifferentiable and/or 

unbounded, the closest estimate in the solution space will be obtained in the 

sense of an integral metric or distance. The electromagnetic fields are expected 



CHAPTER 3 : Induction in Two Semi-Infinite Slabs 63 

to be well-behaved (i.e. differentiable and bounded) except possibly at single 

points. 

In the cases of the infinitely resistive and conducting basements, no men­

tion was made by d'Erceville and Kunetz of the presence of singularities in the 

electromagnetic fields in or on the boundaries of the finite conducting slabs. 

They assumed that the true fields are contained within the solution space and 

thus expected the accuracy of the answer to depend only on the number of 

Fourier terms. 

3. 7 The Fourier Coefficients and Convergence 

The Fourier coefficients will now be determined to ensure that the solutions 

in fact converge and the rate in which they converge. This will allow for 

evaluation of the solution by computer and investigation of accuracy when 

only a finite sum of terms are used. These considerations are important since 

the rate of convergence of the solution with a basement conductivity which is 

neither zero nor infinite is much slower than for either of these two unphysical 

basement conductivities. 

The Fourier coefficients, en, for the difference of the layered magnetic field, 

from which the coefficients of the perturbed magnetic field are obtained, are 

given by 

2 14D n7T'Z 
Cn = 

4
D 

0 
~H0 

( z )sin( 
2

D )dz (3.59a) 

1 r2D n7T'Z 
= D Jo ~H0 (z)sin( 2D )dz (3.59b) 

where 

(3.60) 

Using (3.44a) for the layered magnetic fields and performing the integration 

Cn = 9ln - 92n (3.61) 



CHAPTER 9 : Induction in Two Semi-Infinite Slabs 64 

where 

(3.62) 

Recall from (3.45) that 

As a check, note that the results are equivalent to d'Erceville and Kunetz 

for the limiting substrata, O'b = 0 or O'b = oo. For if the the basement is an 

insulator then Ri = 0 , (i = -1 , i = 1, 2 and thus 

Therefore 
00 

, if n = 2m + 1 

, if n = 2m. 

Hi(x,z) = Hf(z) +I: Ai2msin(m;z)e±fi•2 mx 

m=l 

(3.63) 

(3.64) 

as in the d'Erceville and Kunetz solution. Note that the expansion is only in 

even terms which ensures that 

Pi(x, D) = 0 Vx (3.65) 

and thus from the layered solution Hf ( z) the total magnetic field is zero at the 

interface with the insulating basement. 

Similarly, if the basement is infinitely conducting then (i = 1 and 

and thus 
00 

if n = 2m 

n = 2m + 1 

Hi(x, z) = H?(z) + I: Ainsin( ~~ )e±,6;nx 
n=l,2 

(3.66) 

(3.67) 
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again as in the d'Erceville and Kunetz solution. The horizontal electric field is 

given by 

E . = -~ [8H~(z) ± ~ ( n?r) A· ( n7rz) ±/3inx] 
x1 O"i 8z L...t 2D mCOS 2D e 

n=l,2 

(3.68) 

and 

Exi(x, D) = 0 (3.69) 

as required. 

Let us now consider the convergence of the eigenfunction solutions. The 

eigenfunction coefficients for the fields, Ain, are linearly related (3.42) to the 

Fourier coefficients, en, of the difference of the primary magnetic field at the 

contact (3.40). Consider the convergence rate of the coefficients, en, 

O"b = 0 ; 

n ~ oo O"b = 00 ; 
(3.70) 

0 < O"b < 0 

where a7 = io-iµw and 

(3.71) 

To analyse the convergence of the solutions for the fields, write from (3.35) 

(3.72) 

where 

(3.73) 
n~ oo 

Therefore, as n becomes large 
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Since l:::i.Ho is guaranteed to converge (section 3.4), the perturbed magnetic 

fields Pi are guaranteed to converge at least as fast. For the electric fields, 

write 
00 

x -1 L n7rz E 8 .(z, x) = - CinCos(-D) 
• a· 2 

I 1 

(3.74) 

and 
00 

E z( ) ±1 """" . ( n7rz) i z,x = ~ ~Dinsm 2D 
I 1 

(3.75) 

where 

(3.76) 

Therefore, as n becomes large, the rate of convergence for the horizontal and 

vertical electric fields are the same. In particular, 

In fact, ;J;cn are the coefficients in the expansion of o.6..~zo(z) (3.40). The 

convergence of the vertical derivative of t::i.H0 is guaranteed by the expansion 

to z = 4D except at the discontinuity in this function at z = 2D (section 3.4). 

Therefore, the convergence of the eigenfunction expansions for the electric fields 

is guaranteed in the required domain, z E (0, D). 

The nature of the convergence of the solution can be studied by considering 

a simpler extension to z = 4D than the extension described in section 3.4. If 

one takes Hi to be symmetric about z = D and antisymmetric about z = 2D, 

then Pi and t::i.H0 are continuous in z through the whole domain, z E [O, 4D]. 

The convergence of the term by term derivative of t::i.H0 is guaranteed except at 

points of discontinuity of the derivative ( z = D). The Fourier coefficients, en, 

in this expansion decay as ,;2 • The vertical derivative at z = D converges to 

the mean of the limits from either side. This mean is in fact zero. In this case, 

there is no tangential electric field at the boundary z = D. There is very little 

difference between the solution obtained in this manner from the one above, 

except near the lower boundary, z = D. The difference is in the contribution 
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due to the odd spectra (i.e. n odd). Both this expansion and the expansion 

utilized (3.35) are attempts to approximate the contribution to the solution due 

to the continuous spectrum. There are twice the number of discrete spectra 

as are required to represent the contribution of only the point-spectrum (3.27, 

3.28). There are, however, no differences in the solution at the surface z = 0 

for either expansion. 

It must be remembered that the vertical derivative of the perturbed mag­

netic field does not actually exist at the surface z = D since it is discontinuous 

at this point. This can be seen from (3.2) and the fact that the tangential elec­

tric field is continuous across this surface. Whereas, the vertical derivative of 

the magnetic field is the horizontal current density, lx, which is not continuous 

across the surface z = D. There is, in fact, a step discontinuity in the derivative 

across this surface. Therefore any solution should attempt to determine the 

limit of the derivative as z -+ D rather than the derivative on that surface. A 

fairly accurate estimate of the electric field at z = D should then be obtained 

by this expansion. 

3.8 Comparisons with Other Solutions. 

It is now possible to assess directly the limits of validity of 2-D numerical 

methods with non-pathological basements. This is something which has not 

yet been possible except in the asymptotic limits of high or low frequencies. 

As a check on the numerical implementation of the solution, comparisons 

were made in the cases of highly conducting or highly insulating basements to 

the appropriate limit solutions, first provided by d'Erceville and Kunetz (1962). 

The results were as expected and no examples are shown here. 

Since it is expected that any 2-D modelling programme will have difficulty 

with highly conducting or resisting basements, unless the programme was not 

specifically designed for these limits, a model with a more moderate basement 

conductivity was selected. In the following figures (Figures 3.3-3.8), the model 

consisted of a relatively resistive slab (15,000 it-metres) against a more con-
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ducting slab of (300 nm) with a moderately conducting basement (10 nm). 

The depth to basement is 9 km. A diagram of this particular model is included 

in Figure 3.3. 
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Figure 3.3: A comparison of the full solution versus d'Erceville and Kunetz's 
(1962) solution for a perfectly conducting substratum. The apparent resistivities 
and impedance phases at four positions on the surface are presented. The model 
is given in the top diagram. Solid lines represent the solution presented here 
while the dashed line is the solution by d'Erceville and Kunetz for an infinitely 
conducting substratum. 

The first test with the above model was to compare the solution by the 
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method of this chapter, to the solution for the perfectly conducting basement. 

Surface impedances are compared for the two solutions in Figure 3.3. As ex­

pected the two are identical at high frequencies where the substratum has little 

or no effect. Also as expected, the two solutions begin to separate significantly 

at frequencies when the depth to basement is comparable to the electromag­

netic skin-depth. In the more conducting slab, the depth to basement (9 km.) 

corresponds to 1 skin-depth when the frequency is approximately 1 Hz, while 

in the resistive slab, this correspondence occurs at approximately 38 Hz. The 

comparison is given in Figure 3.3 at four measuring positions on the earth's 

surface (z = 0). Two measuring positions are to the left of the contact (-300m. 

and -2.8 km.), while the other two are to the right of the contact (2.8 km. and 

59 km.). The magnitude of the impedance 

Ex 
Z(w) = -

Hy 

is given in terms of apparent resistivity (top figure) as: 

1 2 
Pa= -IZI · µw 

(3.77) 

(3.78) 

The phase difference between the horizontal electric and magnetic fields is given 

as the phase of the complex impedance (bottom figure). 

Examination of Figure 3.3 shows that on the resistive side (-2.8 km, -

300m), the apparent resistivities are essentially identical to about 10-20 Hz 

while on the conducting side (2.8 km,59 km) they remain identical almost to 1 

Hz. The phases begin to split on the resistive side between 40-50 Hz and on the 

conductive side at about 3 Hz. These results corroborate the high frequency 

solutions on the top surface (z = D). 

I turn now to comparisons of numerical methods. Figure 3.4 contains 

comparisons of the solution for the same model as used in Figure 3.3 but for a 

broader range of frequencies. The first numerical programme used for compari­

son was written at M.I.T and utilizes an electrical circuit analogy (Madden and 

Thompson, 1965). Eight measuring positions on the top surface are compared. 
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Figure 3.4: A comparison of the analytic solution to a numerical solution by 
circuit analogy. Apparent resistivities and phases are presented at the top surface 
(z = 0) at eight different positions. The analytical solutions are given by solid 

lines while numerical solutions are dashed with diamonds. 
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Four of these positions are to the left of the contact (59 and 2.8 km., 300 and 

lOOm) and four to the right (lOOm, 300m, 2.8km, 59km). Apparent resistivities 

and impedance phases are shown in the figure. I am now principally interested 

in the frequency range from about 100 Hz. and less, since the high frequencies 

were verified above (Fig. 3.3). We see from the figure that the apparent resis­

tivities are very comparable but begin to differ at about 700 seconds in period. 

The impedance phases are also very comparable in the medium frequencies but 

there are drastic differences below a period of 20 seconds. That the numerical 

phase results are in error in the low frequencies is evident from the extreme 

irregularity in the results. This is difficult to see in Figure 3.4 because of the 

number of curves but examination of individual phase curves indicates erratic 

results in the low frequencies ( < . lH z ). The analytic solution has smoother 

solutions but this does not in itself prove that they are correct. A remarkable 

correspondence has been shown in the middle frequencies where the numerical 

results should be most reliable. Another numerical programme is used to check 

the low frequency solutions. 

Comparison was then made to a finite difference method which has been 

developed at the University of Victoria (Brewitt-Taylor and Weaver, 1976). 

The programme requires significantly more time and effort to calculate multiple 

frequencies than the previous numerical method. It was used at five frequencies 

to check the shape of the low-frequency results (Figure 3.5). The frequencies 

used range from lHz. to .0001 Hz. See from Figure 3.5 that the comparison is 

exceptionally good. In particular, the low frequency asymptotes agree for both 

phase and apparent resistivity. 

Although, as discussed above, my solution is exactly correct for the electric 

and magnetic fields at the top surface, I have also considered its accuracy below 

the surface. The following three figures (Fig. 3.6-3.8) are comparisons of the 

analytic solution as a function of depth to the numerical techniques of Madden 

and Brewitt-Taylor and Weaver. The model used is the same as that in the 

above figures (3.4 and 3.5) and is illustrated again in Figure 3.6. A frequency of 
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Figure 3.5: A comparison of the analytic solution to a numerical solution by an 
integral equation technique (Brewitt-Taylor and Weaver). Apparent resistivities 
and phases are given at the same measuring positions, as in the previous figure 
(3.4). Numerical solutions are represented by diamonds. 
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1 Hz was used, since at this frequency the three methods gave very comparable 

results. 

APPARENT RESISTMTIES ( 1 OOm. right of contact ) 
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Figure 3.6: Investigation of the solution as a function of depth. The analytic 
solution is compared to the two numerical solutions at positions lOOm to the right 
of the contact. The top figure is the impedance magnitude, as apparent resistivity, 
while the complex angle of the impedance is at bottom. The crosses represent the 
numerical solutions due to Brewitt-Taylor and Weaver while the diamonds are the 
solutions due to Madden. The skin depth at 1 Hz in the right slab is about 8.72 
km. while in the substratum it is approximately 1.6 km. 

The first comparison is at a lateral position lOOm to the right of the contact 
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in the more conducting slab. Figure 3.6 compares the apparent resistivity and 

impedance phases as functions of depth through the slab to the two numerical 

methods. As remarked above, the solution of this chapter should be exactly 

correct on the top surface (z = 0) and on the contact (x = 0). Thus, the 

analytic results should be quite accurate at this lateral position except possibly 

near the basement contact. The comparison of impedance phases (bottom 

figure), shows that the three methods give very comparable results down to 

about 8 km. The difference between the analytic solution and the M.I. T. 

result for apparent resistivity is very small to about 8 km. There are large 

discrepancies between the analytic and finite difference method (B-T and W). 

The reader should note that the apparent resistivity and phase given in Figure 

3.6 at z = 0 by the integral equation method do not agree with the results given 

in Figure 3.5 by the same programme. This is probably because the electric 

fields are calculated by central differences schemes from node point values of 

the magnetic field. This particular programme (B-T and W) seems to correct 

this problem by interpolation when apparent resistivities and phases are given 

for the surface. (In fact, the program used was an old one (Weaver, private 

communication) and the author assures me that their new version provides 

solutions which are in very good agreement with the analytic solution.) Note 

the agreement between all three methods at about 8 km.. The numerically 

derived apparent resistivity values rise near the basement and approach 10 nm 

which is the basement conductivity. Also, all the phases are much flatter as 

a function of depth than are the impedances. The impedance is a ratio of 

the electric and magnetic fields and these two fields are calculated in different 

ways at the node points. The impedance phase, at this frequency is dominated 

especially near surface, by the phase of the electric field. The phases calculated, 

numerically, approach 45 degrees as z -+ D which is the impedance phase 

for a half-space. The numerical impedances at the basement contact may be 

suspect as they seem too close to the half-space values as if there were no 

lateral inhomogeneity. This may be due to boundary conditions placed on the 

numerical solution at the bottom of the numerical grid. This is seen again in 
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Figure 3. 7: Investigation of the solution as a function of depth at positions 300 
m. to the left of the contact in the more resistive slab. The same conductivity 
model is used as in the previous figures. The skin depth at this frequency (1 Hz) 
is approximately 61.5 km. 

the next two examples (Figures 3.7 and 3.8). 

Figure 3. 7 is a comparison similar to the above figure (3.6) but at a lat­

eral position of 300m to the left of the contact in the more resistive slab. The 

apparent resistivities are greater here and are thus plotted in log Pa. Again 

a discrepancy is seen, near surface, between the integral equation results and 
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their own surface apparent resistivities on one hand and both the other nu­

merical method and the analytic solution on the other. ( Weaver has redone 

these calculations with the new University of Victoria code and found very 

good agreement with the MIT and analytic results). Nevertheless, the integral 

equation results approach very closely the other two solutions (analytic and 

circuit analogy) near the basement contact where grid spacing is small. The 

phases differ by very little, for all three methods, except by a few degrees near 

the basement. Again it must be noted that the numerical results approach very 

closely the half-space solutions at the basement as if there was no conductivity 

contrast laterally above the uniform half-space. 

Both of the two previous comparisons as functions of depth were relatively 

close to the contact where the error is expected to be small. Finally, we look 

at the results as a function of depth much further from the contact (2.8 km) 

but not so far that the solutions have decayed close to the layered solution. 

The results are for the same model, at 1 Hz. and in the more conducting slab. 

At 1 Hz., 2.8 km. is about .3 skin-depths in the conducting medium. The 

comparisons are given in Figure 3.8. 

The integral equation results for apparent resistivity again differ from ei­

ther the electrical circuit analogy results or the analytic results and approach 

the analytic results at the basement. The impedance phase results agree well 

for all three methods until a depth of about 5 km. and then the analytic results 

diverge from the numerical results. The numerical results for impedance phase 

at the contact are again 45 degrees for both methods. It is not obvious which 

result is correct since the numerical results have converged at z = D to the 

half-space values (Papp = lOSlm, phase = 45degrees) independent of position 

on the bottom surface. That is, the numerical results on the bottom surface 

do not indicate the presence of a lateral inhomogeneity. 
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APPARENT RESISTMTIES ( 2.8 km right of contact ) 
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Figure 3.8: A comparison of solutions as a function of depth at 2.8 km. to the 
right of the contact. Again the same conductivity model is used. 

3.9 Summary 

In summary, I have provided a solution method for H-Polarization induc­

tion in two semi-infinite slabs. This solution is neither limited to high fre­

quencies nor to low frequencies. The solution, although excluding continuous 

spectra, is exactly correct at all points on the earth's surface ( z = 0) and at 

the contact ( x = 0) except at possible singularities which may occur at the 

triple point (x, z) = (0, D). The solution error at depth (below the Earth's 

surface) has been described and estimated. In fact, the accuracy of the solu-
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tion with depth has been shown to be good until near the bottom of the slabs. 

This has been corroborated by comparisons with numerical solutions. The so­

lution attained here is a unique solution and the rate of convergence for the 

eigenfunction series has been characterized. 

The solution is incomplete not only in its exclusion of continuous spectra 

but in its inability to represent completely unbounded functions if they occur. 

It was shown why the solution for a perfectly insulating basement does not 

require continuous spectra and the possible presence of an error, albeit small, 

in the original solution for a perfectly conducting basement by disregarding the 

contribution due to a continuous spectrum. 

This solution, apart from providing a more complete and useful model 

for numerical testing, has provided some physical insights. A significant new 

contribution is an analytic result for the low frequency behaviour for a realis­

tic substratum. The solution has verified the intuitively expected result that 

the low frequency asymptote (Figure 3.5) for the surface impedance phases 

is 45 degrees, independent of position, when the substratum conductivity is 

neither infinite nor zero. That is, the impedance phases approach the phase 

for a half-space with the conductivity of the substratum. There has been no 

explicit analytic demonstration of this result prior to this solution. The low 

frequency asymptotes for the apparent resistivities (Fig. 3.5) are however a 

function of position and are not, except in the extreme lateral positions, the 

half-space solution. The low-frequency responses are what is termed "stati­

cally shifted" from the layered solution. This shifting is often thought to be 

due only to small-scale inhomogeneities. In the following chapters I will dis­

cuss the effects of small-scale three-dimensional (Chapter 5) and narrow two­

dimensional (Chapter 4) inhomogeneities. The static shifting in these examples 

will be shown to be quite different from such effects due to small-scale three­

dimensional scatterers. The principal difference is that small lateral changes 

in measuring position do not appreciably alter the impedances in the case of 

large-scale inhomogeneities, whereas such changes in measuring position cause 
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dramatic differences in impedance in the case of 3D small-scale structure. 

Although, in principle, measurements of the E-Polarization impedance 

would exclude the possibility of interpreting such data in terms of a 1-D model, 

it is of interest to see that the apparent resistivity and phase curves calculated 

for the model here (Figure 3.5) can be inverted for a one-dimensional structure. 

These produce, for example, to the right of the contact, a conductivity at depth 

which is nearly three orders of magnitude higher than the actual substratum 

conductivity! The effect of the vertical contact is therefore to produce, in the 

one-dimensional model, a false conducting region at depth. Note however, if 

the contact was not infinite in the strike length, at some sufficiently low fre­

quency, current would fl.ow around the sides of the contact and the apparent 

resistivities would begin to rise, as frequency decreases, to the basement con­

ductivity. Therefore the apparent basement conductor of infinite depth in the 

2-D case would have a vertically bounded extent in the finite strike length case. 

One can see (Figure 3.5) from the spatial extent of these effects that even if 

the contact was buried beneath the Earth's surface, these effects would still be 

seen. The argument here is meant to impress again on the reader that large­

scale lateral inhomogeneities can, if the interpreter is not careful, masquerade 

as high conducting layers at depth. Small changes in the measuring position, 

in such physical situations, will not drastically alter the results. 





CHAPTER 4 

A STUDY OF THE EFFECTS 

OF MULTIPLE HORIZONTAL INHOMOGENEITIES 

4.1 Introduction 

Conductivities within the Earth often vary by orders of magnitude laterally 

as well as vertically. The electromagnetic response of these variations generally 

involves an interaction between inductive and charge effects with the most 

dramatic variations occurring in the electric fields. The two-dimensional H­

poiarization mode is a relatively simple but still useful model as it maintains 

the two physical effects, their interaction and the marked effects on the electric 

field. 

This chapter provides an analytic solution, in the H-polarization mode, 

to the effects of multiple vertical conducting slabs (dikes) embedded in a host 

medium. The solution is also extended to an infinite periodic array to model 

an anisotropic layer. Extreme electrical anisotropy can be developed by these 

models. 

The study provides some insight into the influences of multiple horizontal, 

laterally bounded, inhomogeneities on magnetotelluric (MT) sounding curves. 

The solution method can be utilized to study the effects of such complicated 

media on the surface impedance, the effective bulk parameters of these media 

and the information that can be recovered by magnetotellurics. This is a par­

ticularly useful model to study, as one is able to examine two important prob­

lems which are presently of interest in MT. The first problem being how such 

quasi-anisotropic structures mislead conventional one-dimensional interpreta­

tion. Such structures have already been invoked to explain magnetotelluric 

results (Schmucker 1986). Second, one can study an experimentally topical 
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problem; that of obtaining adequate spatial sampling of the electric field. One 

would like to know what sorts of effects can arise from too small or misplaced 

electrodes over such structure. 

Rankin (1962) adapted the solution of d'Erceville and Kunetz (1962) to 

produce an analytic solution in the H-polarization mode for a bounded do­

main. His solution was for a vertical dike of infinite length embedded in a host 

layer underlain by a basement of infinite or zero conductivity. In this chapter, 

Rankin's solution is modified to provide a solution which can include either 

multiple dikes or an infinite array of dikes in a host material. The analytic 

solutions are used to produce computer solutions for the electromagnetic fields 

of particular models. Wait and Spies (1984) proposed extending the Rankin 

model to multiple dikes. However, after providing some of the more obvious 

mathematical development for multiple structures with a perfectly insulating 

basement, restricted their results to the case of only one dike. Wait and Spies 

provided normalized responses as functions of position across the single dike. 

In the case of an infinite array, an analysis was done here to determine 

effective bulk medium parameters for such structures. With the aid of the 

computer solutions, the analysis which determines the effective bulk parameters 

was justified. Both from this analysis and from the computer solutions one can 

distinguish the important parameters and their effect on the MT sounding 

curves. These parameters include the host resistivity, the resistivity of the 

inhomogeneities, the resistivity-thickness product of the inhomogeneities , the 

basement depth and conductivity, and the measuring position. The frequency­

dependence of a parameter is usually important. As well as varying from the 

laterally homogeneous response, the surface response can vary dramatically 

from position to position. 

It is shown that the thickness of the anisotropic layer can be correctly 

determined by MT sounding curves if the layer is taken to have a uniform re­

sistivity which is equal to its effective resistivity. As well, with correct spatial 

sampling of the electric field, one can obtain the correct effective resistivity by 
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the MT method. However, it is also shown, for such elongated structures, in­

correct sampling of the electric field could produce apparent resistivities which 

are extremely different from the effective bulk resistivity. The results show the 

MT method to be an effective method for determining both the appropriate 

bulk conductive parameters and the correct thicknesses of significantly inho­

mogeneous media. This will be especially true if the complex material is buried 

at some depth. 

Lateral structures can masquerade as one-dimensional structure. For ex­

ample, the H-polarization response, obtained over a conducting host which 

contains resistive dikes, seems to indicate a conducting layer at depth when 

this data is interpreted one-dimensionally. A change in measuring position or 

long electrode spacings will not always help, for in some structures even large 

changes in measuring position will not detect the lateral structure. 

4.2 The Effects of a Finite Number of Vertical Dikes: 

Rankin (1962) adapted the Fourier technique of d'Erceville and Kunetz for 

a single vertical contact (discussed in Chapter 3) to obtain the H-polarization 

solution for a vertical conducting rectangular prism of infinite length embedded 

in a host material. Here, the method of Rankin (1962) is first extended to 

obtain the solution for multiple vertical structures or dikes. In particular, I 

initially chose to study the problem of a sequence of N dikes of horizontal 

thickness d and resistivity Pd embedded in a host medium of resistivity Ph· 

Each dike is separated by a distance h and the inhomogeneity structure has a 

depth D. The general model is illustrated in Figure 4.1. The model here will 

be restricted to only two basement resistivities (p B ), zero and infinity. Since 

the basics of the theory are included in Chapter 3, only a sketch of the previous 

theoretical analysis will be provided. The reader is referred to Chapter 3 and 

the previously cited literature for further information. 

Recall from Chapter 3 that for the H-polarization mode 

( 4. la) 
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P=Oloo 

Figure 4:1 An illustration of the N dykes 2D model for horizontal anisotropy. 
The dykes have thickness d and are separated by a distance h. The resistivity of 

the dykes is Pd and that of the host, Ph. The inhomogeneity structure has a depth 
of D metres. The upper resisting half-space represents the Earth's atmosphere. 

Following Rankin, in any region labelled i (Figure 4.1), let 

i = 1,2N + 1 

(4.lb) 

( 4. lc) 

( 4.ld) 

( 4.2) 

where Hf (z) is the layered solution for region i and Pi(x, z) is the secondary 

magnetic field in the same region. Each perturbation function satisfies the two 

dimensional Helmholtz equation 

( 4.3) 
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in each homogeneous rectangle. The differential equation ( 4.3) is separable 

(Chapter 3) and thus the perturbed solutions have the form 

00 

Pi(x, z) = L fin(x)sinAnZ ( 4.4) 
n=I 

where An = 'l; if p B = oo and if p B = 0, An = ;;; . From ( 4.4) and ( 4.3) 

(4.5) 

If the basement is perfectly conducting then fin = 0 when n is even to 

ensure that the horizontal electric field is zero at the interface z = D. Also 

bin= 0, Vn 

auv-+1,n = 0, Vn 

( 4.6a) 

(Atn.\ 
\'±.VU) 

which ensures that the fields decay to zero correctly as the lateral position 

increases to infinity. The remainder of the coefficients are obtained in a similar 

manner as in the solution for a vertical contact solution (Chapter 3). If Xi is 

a vertical contact, then equating the horizontal magnetic field at all depths, z, 

results in 

00 

Pi(Xi, z) - Pi+l (xi, z) = H?+ 1 (z) - H?(z) = D..H?(z) = L binsinAn(z). ( 4.7) 
n=l 

Then, using the orthogonality of the sine functions, 

( 4.8) 

The Fourier coefficients bin are determined simply from ( 4. 7) since they are the 

coefficients of a known function ( D..Hj). A similar relation between the fin are 

obtained by equating the tangential component of the electric field (vertical 

field) at each conductivity contrast contact. In this way, a system of 4N linear 

equations with 4N complex coefficients ( ain, bin) is developed for each Fourier 

component. The 4N coefficients ( ain, bin) describing the perturbed fields are 
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then found by solving this complex matrix equation. A computer programme 

was written to obtain these solutions by the LU decomposition method. 

The computation to calculate the set of coefficients can be quite lengthy, 

since a 4N x 4N system of equations must be solved for each Fourier component 

and a large number of Fourier coefficients may be needed if the series ( 4.4) is 

slow to converge. Thus, it was necessary to investigate precisely the conver­

gence of the Fourier expansion. The accuracy of the finite Fourier expansion 

was found to be a predictable function of the model and the frequency. Details 

will not be given here, as the arguments and results are analogous to the case 

of a single contact given in the previous chapter (3), section 7. This allowed the 

inclusion of software routines to obtain any desired accuracy without excessive 

computation. 

Figure 4.2 is an example of the surface impedances (if) from such a 

model. This particular model consisted of 5 relatively conducting dikes (pd = 

lOnm, d = 500m) separated by a distance of 500m in a host (Ph = lOOOnm ). 

The depth of the structures is lOOOm and the impedances were calculated at 

a frequency of lOOHz. This example was chosen as it shows intermediate be­

haviour between the high frequency response which sees only the very local 

material and the low frequency response which is considerably effected by the 

basement conductivity. At this frequency, the skin-depth in the resistive mate­

rial exceeds the width of the resistive structures whereas the skin-depth in the 

conducting material is less than the width of the conducting structures. The 

choice of basement resistivity is not relevant here since at this frequency the 

depth of the structure is much larger than skin-depth in either the host or the 

dikes. 

The impedances in this figure ( 4.2) are presented as a function of position 

along the top surface of the structure (z = 0). Only the central region of the 

multiple structures is shown (lOOOm - 3000m ). The entire structure begins at 

0 and ends at 5000m. Impedances are expressed as apparent resistivities and 

phases. 

85 
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Figure 4.2: Surface impedance across 5 vertical pairs in terms of apparent re­
sistivity and phase at 100 Hz. The parameters are h = d = 500m, Pd = 10 and 

Ph = lOOOOm. The half-space is perfectly resisting and at a depth of lOOOm. 

,.,......_ 

(/) 

w 
w 
0::: 
l9 
w 
0 
'-/ 

w 
(/) 

<( 
I 
0.... 

w 
u 
z 
<( 
0 
w 
0.... 
2 

A number of effects can be seen from this example (Fig. 4.2). Firstly, 

one sees that the apparent resistivity is suppressed over the relatively conduc­

tive dikes while it is enhanced (slightly) over the resistive host. Secondly, the 

impedances are sometimes a function of position (e.g. over the conductive 

dikes). The effect of the lateral structure is significant only when the distance 

to the nearest vertical contact is less than one skin depth in that medium. 

As frequency decreases to a point where the entire width of the structure is 

significantly less than a skin-depth, the impedance over a particular vertical 

structure (whether host or dike) becomes independent of position (e.g. over 

the resistive host - Fig. 4.2). The suppression of the apparent resistivities 

over the conductive material was found to be a function both of frequency and 
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resistivity-thickness product of the resistive material. 

4.3: The Effects of an Infinite Periodic Array 

In the center of the structure containing 5 dikes, the impedances are essen­

tially periodic with a period of lOOOm. Noting this leads to a computationally 

more efficient but still informative model. Rather than a set of N dikes in a 

host, the model used was an infinite periodic sequence of vertical structures of 

alternating resistivity, Pd and Ph, and widths d and h. In this manner, a model 

for an anisotropic layer over a half-space is developed. The solution follows 

from the solution for multiple dikes but with modifications. 
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Figure 4.3: The impedances across a vertical doublet in a periodic array which 
has a structure comparable to the finite number of dykes in Figure 4.2. Each verti­
cal structure is 500m across. The resistive host is on the left while the conducting 

dyke is on the right. 

(/") 
w 
w 
0::: 
(.'.) 
w 
0 

One significant advantage of the periodic model is that the fields for this 
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type of structure are much quicker to solve numerically and thus the model 

provides a means for more rapid study. Since the structure is entirely periodic 

over all values of x then the fields at the left of these vertical doublets must 

equal the fields at the right. In this way only 4 complex coefficients are required 

for each Fourier component and thus only a 4 x 4 linear system must be solved to 

obtain each of the components. In addition, for high order Fourier components 

there are approximations for the coefficients and the numerical solution can 

be obtained even more rapidly. This model also allows one to readily obtain 

the charge on the interfaces utilizing the continuity of normal current density 

(1.8) and Gauss' Law (1.6d). This can be useful since the suppression and 

enhancement of the electric field which causes the variation in the apparent 

resistivities is due effectively to gross polarization of the medium. Charge 

develops on the vertical interfaces and this charge produces a secondary field 

which either increases the electric field (in the resistive material) or decreases 

the electric field (in the conducting material). 

Figure 4.3 is provided to show just how similar the solutions are for the 

two models. This figure utilizes the equivalent structure, for this type of model, 

as that used for Figure 4.2. The modified structure now consists of alternating 

conducting (Pd = 10f2m) and resistive (Ph = 1000f2m) vertical dikes of width 

500m .. The depth of this complex layer is that of the model for Figure 4.2, 

namely 5000m. 

4.4 Investigation of the Bulk Properties of the Model 

The alternating periodic dike structure enables one to analyse the bulk 

properties of this extremely electrically anisotropic layer. Here the effective 

conductivity for horizontal current flow is quite different from that for vertical 

flow. As frequency decreases, the horizontal electric fields at any given depth, 

in such a structure, will eventually become essentially constant as a function 

of horizontal position within each member of the pair. The entire field is then 

nearly entirely horizontal and decays with depth. At such frequencies one can 



CHAPTER 4 : Effects of Multiple Inhomogeneities 89 

investigate the anisotropic layer as a bulk medium. This occurs when the 

skin depth in both of the vertical structures becomes significantly larger than 

the widths in the respective material. This can be verified by evaluating the 

horizontal fields as a function of depth with this solution. 

Assume the effective resistivity of the medium is merely the spatially av­

eraged resistivity 

(4.9) 

It will be shown that this is, in fact, true for such structure. (The concept 

that one vertical structure, in the pair, is the dike while the other the host is 

retained.) Since current density is continuous across all these vertical interfaces, 

h will be constant as a function of x. Thus one can define an effective or 

average electric field 
1 

J= -Eave 
Peff 

(4.10) 

Therefore the electric fields in each region can be described in terms of this 

average electric field. In the dike 

while in the host 

From voltage considerations 

dEd + hEh = (d + h)Eave· 

Therefore from equations 4.11-4.13 

1 [ Ph] Eave = d + h d + h Pd Ed = /3( d)Ed 

= -- h + d- Eh= /3(h)Eh. 1 [ Pd l 
d+ h Ph 

Therefore, the apparent resistivity over the dike is given by 

1 
Papp( d) = /32 ( d) Peff 

(4.11) 

( 4.12) 

(4.13) 

( 4.14a) 

(4.14b) 

( 4.15) 
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while over the host 
1 

Papp(h) = /3 2(h)Peff.· ( 4.16) 

If the dikes are resistive then 2.!L < 1. Therefore, /3( d) < 1 and /3( h) > 1 
Pa 

and thus the obvious conclusion is reached that 

Papp( d) > Peff. 

Papp(h) <Petr.-

(4.17a) 

( 4.17b) 

The variations from the effective resistivity are not only dependent on the ratio 

of resistivities but the ratio of the widths. For example, a thin dike produces, 

in the case of a resistive dike, a relatively large increase in apparent resistivity 

over the dike. Whereas, a thick resistive dike produces a large decrease in 

apparent resistivity over the host. Obviously, if the dikes are conducting these 

relations are reversed. 

4.5 The Frequency Response of the Modei 

The results of the above analysis indicate a low-frequency behaviour for the 

medium which may not be surprising to the reader. At the same time, the high 

frequency result is obvious as the apparent resistivity will approach the resistiv­

ity of the local material. However, this model enables another aspect of mag­

netotelluric behaviour to be studied; namely the response in the transitional 

frequency range between the low and high frequency behaviour. In particular, 

to study whether the impedance response can be modelled one-dimensionally 

and if so whether false conducting or resistive layers appear when the data is 

so interpreted. To argue that a one-dimensional interpretation would never be 

applied to such 2-D structure is not correct. As will be seen in the following 

chapter, if the large-scale structure is 2-D, small-scale 3-D inhomogeneities will 

often cause a mixing of the E and H-polarization impedances. This will occur 

when the measured impedances are modelled simply two-dimensionally as in 

the conventional method of Swift (1967). Conducting dikes might well reduce 
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the apparent resistivity for the E-polarization mode to sufficiently low levels 

that, in the presence of small-scale electric field distortion, the E-polarization 

parameters could be just versions of the H-polarization parameters but shifted 

by a frequency-independent parameter ("static shift"). The interpreter might 

then be lead to interpret the data with a one-dimensional model. The problem 

of the effects of small-scale surface structure will be studied more closely in the 

following chapter (5). 

Figure 4.4 is an example computed with the program which will be used 

to illustrate the effects of such horizontally laminated structure. A plot (Fig. 

4.4) is given of apparent resistivity versus frequency at points over both the 

resistive region and the conducting region. In this example, which models a set 

of resistive dikes in a more conducting host, d = 50m, Pd = lOOOnm, h = 550m 

and Ph= lOnm. The depth of the structure was chosen to be 15 kilometers to 

more clearly illustrate the effects. There are a number of things to observe from 

this figure ( 4.4). First, note that over the resistive dike, at all frequencies, the 

apparent resistivity is enhanced above the resistivity of the dike while over the 

relatively conducting host, the apparent resistivity is suppressed. The points 

doublet structure. 

One can see the frequency dependent effect of the structure. At high 

frequencies, each member of the structure is seen individually. As frequency 

decreases, a transition to seeing the bulk properties is made and finally at 

low frequencies the basement resistivity dominates. The results are shown 

for both zero and infinitely resistive basements. In the low frequencies the 

apparent resistivities sweep upwards for the infinitely resistive basement and 

sweep downwards for the infinitely conducting basement. 

It is important to note that, as frequency decreases, the apparent resistiv­

ities reach the bulk effective resistivities prior to significant effects due to the 

basement resistivity. This is important as it means that the truncation of the 

anisotropic layer by the lower half-space has not interfered with the observa-
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Figure 4.4: Surface apparent resistivity as a function of frequency at two sites. 

One site at the center of resistive inhomogeneity (d = 50m, Pd = lOOOOm) while 
the other is at the center of conducting host (h = 550m; Ph = 10!1m). The depth 
of the anisotropic layer is 15krn. 

tion of the transition of the anisotropic layer's response from its high frequency 

response to that of a bulk medium. The bulk effective resistivity ( 4.9) for 

this model is 92.5 nm. Equations 4.14-4.16 predict the apparent resistivities 

when the anisotropic layer is acting as a bulk medium and the basement has 

negligible effect. Over the conducting region, these equations predict that by 

.1 Hz the apparent resistivity should be 1.08 nm while over the resistive re­

gion it should be 1.8 x 104 ohm-meters. Figure 4.4 shows that the apparent 

resistivities level off very close to these values before being swung upwards or 

downwards at still lower frequencies by the basement resistivity. The results 

of Chapter 3, which solves for a contact over an arbitrary basement conduc-
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tivity, indicates that, even if the basement is neither perfectly conducting nor 

insulating, this enhancement and suppression will still be maintained into the 

extreme low frequencies. 

Now consider how the basement is revealed by the impedance response in 

Figure 4.4. The frequency at which the apparent resistivities begin to change 

rapidly to approach the basement resistivity is .1 Hz. This frequency is that at 

which the fields just penetrate to the basement and thus contains information 

about the apparent depth to basement. If the material were homogeneous this 

would happen at a frequency where the thickness of the layer was approximately 

one skin-depth. At .1 Hz., the skin-depth in a material having a resistivity 

equal to that of the effective resistivity (92.5) would be approximately 15 km. 

Whereas 15 km is approximately one skin depth at 1 Hz. in the resistive dikes 

and one skin depth at .01 Hz. in the conducting host. Thus one can conclude 

that at this frequency the anisotropic layer is acting like a bulk material having 

a resistivity equal to that of the effective resistivity. In particular, the correct 

thickness can be determined if the effective bulk resistivity is utilized. However, 

the shift of the apparent resistivities up or down from the effective resistivity is 

so severe as a function of position that considerable averaging over measuring 

sites or possibly very long telluric lines would required to evaluate it. The fact 

that the apparent resistivities over the dike and host can be predicted from 

bulk considerations also indicates that the layer is acting as a bulk material. 

Consideration of how to evaluate the effective bulk resistivity will be considered 

below. 

Finally, note that over the conducting host, the thin resistive dikes have 

the effect of producing what appears to be a conducting layer at depth when 

the curves are interpreted only one-dimensionally. Interpretation of the other 

polarization (E-polarization) would indicate an electrical anisotropy at depth. 

The question that then arises concerns whether the response is due to 2 or 

3-D structure or 1-D anisotropy. The 1-D anisotropic model in fact may be 

important, in practice. Schmucker (1986) observes such quasi-anisotropy in 
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the crust or upper mantle under West Germany and attributes it to a series 

of highly conducting dikes. R. Kurtz (private communication) also has data 

which may indicate deep anisotropy in the mantle under Ontario. 
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Figure 4.5: lD inversion of 2D data. The data is that of the previous model (Fig­
ure 4.4) from the site over the conducting host. The inversion model is two layers 

over a half-space. The lD model parameters are d1 = 192m, d2 = 1707m, Pl = 
lOOm, P2 = l.140m, PB= 106 0m. 

The impedance phases for these results do not contradict a one-dimensional 

interpretation. That is, the apparent resistivities and phases can be inverted 

together to obtain exceptionally good fits with one-dimensional models. As an 

example of how well this type of data can be modelled one-dimensionally, the 

sounding data over the conducting region from the previous model (Figure 4.4) 

is inverted and the fit to data shown in Figure 4.5. The inversion of data for 

the resistive basement was chosen to be displayed here. The lD model chosen 

was two layers over a half-space with the resistivity of the top layer constrained 
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to be 10f2m. Arbitrarily two degrees of phase error and a ten percent apparent 

resistivity error were added to simulate real data with low noise. The resulting 

model parameters which were forward modelled to obtain the impedance curves 

of Figure 4.5 are d1 = 192m,d2 = 1707m,p1 =10nm,p2=1.14f2m and PB= 

106 f2m. The inversions were done with both basement resistivities to compare 

the results. Except for the basement resistivity in the one-dimensional model, 

the lD parameters for the two basement conductivities are very comparable, 

indicating the basement conductivity was not a factor in the parameters for the 

false conducting layer. For the conducting basement at the same site, the best 

fitting model parameters are di = 188m, d2 = 1919m, P1 = 10f2m, p2 = 1.2f2m 

ai.-id PB = 10-6nm. Thus, for this particular model, the apparent resistivities 

and phases at the host measuring position produce one-dimensional models 

which have a false conducting layer of depth. 

4.6 Experimental Evaluation of the Bulk Parameters 

The question then arises as to how one should actually determine the 

correct bulk parameters. We have learned that the MT sounding curves can 

give approximately the right thickness if the correct bulk resistivity is known. 

In other words, the thickness of structure in the apparent resistivity curves 

is determined correctly, in terms of the effective resistivity. However if one 

never correctly measures the effective bulk resistivity then one would incorrectly 

determine the thickness. The solution is to correctly measure the average 

electric field (4.10). Two scales for the inhomogeneities are to be considered. 

In one case, the widths of the dikes are significantly less than the electrode 

spacing while in the other the dike widths are about the electrode spacing. 

Figure 4.6 illustrates how dipole placement, for measuring the electric 

field, determines the apparent resistivity obtained. The model in Figure 4.6 

is taken from a numerical study done by the Geological Survey of Canada for 

a region in eastern Newfoundland. In this model d = h = lkm, Pd = 10 and 

Ph= 1000 ohm-metres. The depth of the structure is 5 km. and the basement 
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resistivity is zero. Equation 4.9 tells us that the effective resistivity is 505 

ohm-meters while (4.15) indicates the apparent resistivity of the conducting 

dikes is .2!1m while over the resistive host it is 1980 ohm-meters. Figure 4.6 

shows the apparent resistivities and phases for 5 different electrode placements. 

The electrode lengths are lOOOm for all cases. The placements range from the 

electrode being entirely over the conducting region (0 x 1000), through three 

quarters over it (250 x 750), half (500 x 500), one-quarter (750 x 250), to entirely 

over the resistive region (1000 x 0). 

It can be seen from Figure 4.6, that correct sampling (500 x 500) of the 

electric fields can give the correct bulk resistivity (505!1m). This occurs when 

one samples equally over both structures. The results can give misleading bulk 

parameters if the electrodes are incorrectly placed. The misleading effects, as 

can be seen from the impedance phases, occur mostly in the apparent resistiv­

ities except in the case when there is no sampling of the electric field over the 

resistive part of the structure. The resulting apparent resistivities are shifted 

from those of the bulk response by frequency independent factors. The phase 

responses on the other hand are virtually identical except in the case where the 

electric field was sampled simply over the conducting material. In this case, 

the impedance phase is significantly different from the bulk response. 

A very recent method (EMAP, Bostick 1986) for spatial sampling of the 

electric field in MT has emerged which has been utilized primarily by the oil 

industry. In this method, the spatial sampling is typically done with very 

long arrays of electrodes having lengths of the order of a kilometer. Thus 

the conclusions from this study are that although this method can help,in 

cases of elongated structure, the method must be used with care. Also, this 

study has given some indications as to the way in which such long electrodes 

determine bulk properties. Finally, note that at 5 Hz. one skin-depth in the 

bulk material ( 505 nm) is 5058 m. This is just the frequency that the model 

begins to significantly turn downwards towards the basement resistivity (zero). 

Finally, a different scale of inhomogeneity is studied where the electrode 
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Figure 4.6: A study in the use and abuse of long electrodes to measure the electric 
field. In this model, d = h = lkm. while Ph= lOOOOm and Pd= lOOm. D = 5km 
and the effective bulk resistivity (Peff) is 505 ohm-meters. The electrode length is 
lkm. and the surface impedances are shown for 5 different electrode placements. 

separation covers multiple structures. This, to some extent, models inhomo-
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geneities which are small compared to the electrode length. The resistivity 

contrast is again the same as in the previous models (10-1000!1m). The thick­

ness of the dikes is lOm and they are separated from each other by lOm of host. 

The depth of the anisotropic layer is 2000m. Again the effective resistivity is 

505 ohm-meters ( 4.9). 
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Figure 4. 7: Fine structure impedance with llOm electrode. In this model d = 
h = lOm while again Ph = lOOOOm and Pd = lOOm. The electrode covers 5 
doublet pairs and one more conducting structure. 

With averaging over several structures one expects reasonable estimates of 

bulk parameters. Figure 4. 7 presents the impedances when the electrode length 

is llO meters. With a fixed electrode spacing, the impedances are only slightly 

functions of positioning. For this reason, the response of only one particular 

placement of the electrodes was plotted. In this case the electrode covered 5 

doublet pairs and then extended 10 meters onto the conducting host. For an 

electrode of this length this layout is expected to have the largest variation from 

the effective resistivity. One sees however, from Figure 4. 7, that this electrode 
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layout determines very close to the correct bulk resistivity. The skin depth in 

505 ohm-meter material is 2064 meters at 30 Hz. This is the frequency at which 

the basement begins to significantly effect the apparent resistivity. Thus, in this 

case, the spatial sampling of the electric field has produced both an apparent 

resistivity which is appropriate to the material (the effective resistivity) and 

the correct thickness of the layer when the correct bulk parameter is used. 

4.7 Summary 

For the first time, a solution has been provided for the MT H-polarization 

impedance over a strong horizontally anisotropic structure which models the 

frequency dependence of the transition from the influence of the individual 

media to that of the bulk medium. 

For structures of this type it is shown that for sufficiently low frequencies, 

the material behaves as a bulk material. The correct bulk resistivity is its effec­

tive resistivity ( 4.9). The model has indicated that for elongated structures MT 

can obtain useful parameters if the electric field is sampled correctly. However, 

incorrect sampling can produce erroneous results. These erroneous results are 

dependent upon frequency, the host resistivity, the depth of the inhomogeneous 

layer and the resistivity-thickness product of the inhomogeneities. A haphaz­

ard use of long electrodes will not necessarily produce useful results. As well, it 

is shown that in the presence of resistive dikes, impedance curves obtained over 

the more conducting host can produce false conducting layers if the curves are 

interpreted only one-dimensionally. Experimentally, these false interpretations 

can be difficult to avoid as will be discussed in detail in the following chapter. 

The H-polarization solution for a contact over an arbitrary basement of the 

previous chapter allows the interesting extension to models containing finite 

non-zero resistivities. 

A conducting layer overlying such a structure will have the same effects as 

a long electrode. That is the electric fields over the two structures will become 

averaged upon diffusing through an upper layer. The amount of averaging will 
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depend upon the thickness of the layer versus the widths of the structure. If 

the overlying structure is sufficiently thick, the electric fields measured on the 

Earth's surface should be the averaged electric field. Thus, even in such ex­

treme cases of inhomogeneities as the models of this chapter when the material 

is buried at sufficient depth, magnetotellurics perceives the structure in a rea­

sonable manner. However, the results would indicate that if resistive dikes do 

not reach the surface a false conducting layer could be indicated on the sound­

ing curves without any surface signature for the dikes. This will occur when 

the overlying layer is not electromagnetically thick and the distances between 

the contacts are relatively large compared to electrode spacing. 





CHAPTER 5 

THE EFFECTS OF SMALL-SCALE NEAR-SURFACE INHOMOGENEITIES 

5.1 Introduction 

Magnetotelluric data are normally presented in the frequency domain as 

impedance tensors which map the measured horizontal components of the mag­

netic field at the earth's surface to the horizontal electric fields. The linear 

relation 

E(r, w) = Z(r,w)H(r,w) (5.1) 

is often termed the fundamental assumption of magnetotellurics (MT). The 

impedance tensor Z(r,w), which varies with position rand frequency w, re­

flects the earth's conductivity distribution. Implicit in the MT method is the 

assumption that the impedance tensor is independent of source. Although ex­

perience has demonstrated that such a linear relationship (5.1) is often true, 

there is no complete proof of its validity in all possible conductivity distribu­

tions nor is there an exhaustive explanation of the exact way in which it reflects 

the earth's conductivity distribution. 

Z( r, w) is a rank two, complex tensor 

... (Z11 Z(r,w) = 
Z21 

For an arbitrary earth structure, there is no obvious and clear means for inter­

preting the raw impedance data. The desirable step subsequent to the experi­

mental determination of such impedance data is the extraction of parameters 

from the data which have some physical significance. These parameters must 

have some interpretable meaning in terms of the actual conductivity distri­

bution within the earth. In the case of a 2-D earth structure (i.e. uniform 

along one horizontal axis), Maxwell's equations (Chapter 1) show the electro­

magnetic fields decouple into two distinct polarizations. These polarizations 
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correspond to the horizontal electric field accompanied by its perpendicular 

horizontal magnetic field being polarized parallel or perpendicular to the strike 

axis of the structure. When the coordinate axes (measurement axes) corre­

spond to the principal axes (i.e. natural axes), the impedance tensor has the 

form 
( 0 a) Z2 =I . 
\-b 0 

(5.2) 

The components of the tensor, a and b, are the intrinsic surface impedances of 

the medium; one is associated with current flow parallel to the strike and the 

other with the magnetic field solely parallel to the strike. (If the structure is 

one dimensional then a = b.) If the measurement axes are not aligned with the 

principal axes of the structure then the measured impedance tensor is derived 

from the intrinsic impedance tensor (5.2) via the standard transformation of a 

linear mapping to a rotated coordinate frame; 

where R is a rotation operator, 

( 
cos8 

R= 
\-sinB 

sine) . 
cos8 J 

(5.3) 

8 is the angle between the coordinate, or measurement frame and the principal, 

or natural frame. 

If the structure is truly two-dimensional, the angle e can be easily shown 

to be 
8 = ~tan-1 (Z22 - Z11) ± 7r 

2 Z12 - Z21 2 
(5.4) 

where Zij are elements of the measured impedance tensor. Zm can then be 

rotated by 8 to obtain the intrinsic impedance tensor Z2 and the correct prin­

cipal impedances then obtained. However, in the presence of measurement 

noise, equation (5.4) is not a stable method for obtaining the 2-D strike angle. 

Swift(1967) has shown that minimizing the functional 

(5.5) 
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as a function of rotation angle is a stable and accurate method in practise for 

obtaining the strike angle. 

There is no decomposition whose parameters are readily interpretable 

when the MT impedance tensor is produced from arbitrary three-dimensional 

conductivity distributions. Initially and even at present, interpreters hoped 

that the effects of small three-dimensional structures would not have signifi­

cant impact on the derivation of correct large-scale conductivity parameters 

by the two-dimensional model of the impedance tensor (5.3). The present 

chapter develops an analytic model of a small-scale surface inhomogeneity by 

which to investigate the effects of such bodies on the measured impedance 

tensor. This model is not intended to represent all the possible effects of small­

scale scatterers on the measured impedance tensor. Rather, the model is used 

to 1) demonstrate the nature of the limitations of the conventional or two­

dimensional method of interpretation, 2) derive an expansion of the measured 

impedance tensor which includes two-dimensional effects, three-dimensional 

galvanic effects and weak three-dimensional induction, 3) give motivation for 

an analytic decomposition of the measured impedance tensor which includes 

g::ilvanic three-dimensional effects (Chapter 6), and 4) discuss tvvo other theo-

retical decompositions which have been presented in the last decade (Appendix 

3). 

5.1.2 The Galvanic Distortion Operator: 

Some work has been done to include the effects of three dimensional bodies 

which have primarily a galvanic or direct current (charge distribution) effect 

with a very weak inductive response. 

In 1976, Berdichevsky and Dmitriev provided some insights into the prob­

lem of of small-scale inhomogeneities. They considered a body (Figure 5.1) 

embedded in a host conductivity structure which was simply a function of 

depth. Their intention was to investigate the distorting effect on the impedance 

tensor of surface inhomogeneities using this model as an example. The distort-
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ing body has an elliptical cross-section and a thickness equal to that of the 

top layer. The dimensions of the body are considered small with respect to 

any spatial variations of the primary electromagnetic field produced by the 

one-dimensional structure. To estimate the effects of the inhomogeneity, they 

considered the electric fields of the one-dimensional solution to be distorted by 

a 2 x 2, real (implying frequency independent) distortion matrix which they 

termed F. That is 

E(w) = FEo(w) (5.6) 

h 

b h2 P = ro 
2 

! z=h 

p=O 
3 

Figure 5.1: The distortion model of Berdichevsky and Dmitriev, 1976 

where E0 = (E~, E~) are the components of the primary electric field. For the 

purposes of this and the next chapter, primary field will always refer to the 

field of the large scale structure. 

Recall the assumption that, in the frequency domain, the electric fields 

tangential to the earth's surface are related to the tangential magnetic fields 

via a transfer function, Z(r, w ). It will henceforth be implicit that E,fi and 

Z are functions of frequency and position. Thus, 

i = zii. 
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If the regional or large-scale conducting structure is one-dimensional then 

Z = = Zo. ( 
0 Zo) 

-Zo 0 
(5.7) 

and therefore combining (5.6) and (5.7) 

E = F Eo = F ZoHo = zjj (5.8) 

where Ho is the primary magnetic field and His the total horizontal magnetic 

field. 

Berdichevsky and Dmitriev determined the distortion matrix, F, by con­

sidering the first layer to be a thin sheet and then calculating the electrostatic 

effect of the inhomogeneity. Estimating the anomalous magnetic field ( in ef­

fect, an upper bound was determined) due to the presence of the body via the 

Biot-Savart law, they then determined the resulting impedance tensor, Z. 

However, upon representing the problem in this manner, they determined 

the resulting impedance tensor and thus the distortion tensor only at a mea­

surement site on one of the principal axes of the ellipse. On these axes, the 

electric distortion tensor F is diagonal and thus the resulting effect of the body 

is solely that of anisotropy. That is , at such sites, the impedance tensor, Z, 

is given by 

Z = F Zo = ( 
F11 0 ) ( 0 Zo ) ( 0 
0 F22 -Zo 0 - -F22Zo 

(5.9) 

ignoring the perturbing effects on the magnetic field. The complex phases of 

the principal impedances ( i.e. the off-diagonal elements of the impedance 

tensor) remain unchanged, since the elements of Fare real, but the principal 

impedances have been multiplied by scaling factors F11 and F22 which are 

generally different. Over those frequencies where the inhomogeneity has only 

a galvanic effect, the principal impedances are "split" by a constant factor but 

have identical phase angles. This effect has become known by interpreters of 

magnetotelluric data as "static shift". 
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Although the effect of anisotropy is one effect of small bodies, the analyses 

which follow shows that Berdichevsky and Dmitriev's choice of the measuring 

position was unfortunate, and is an oversimplified view of the problem of small­

scale inhomogeneities in magnetotellurics. 

A more realistic model will be presented, with a more complete solution, to 

illustrate more fully the effects of such surface inhomogeneities. vVith the use of 

this model, the effect of such inhomogeneities on the conventional interpretation 

or decomposition (Swift, 1967) of the impedance tensor can be discussed. This 

analysis is meant to demonstrate the need for a more complete decomposition 

of the impedance tensor which can take into account more comprehensively the 

effects of such inhomogeneities. Such a decomposition will be presented later 

in this thesis (Chapter 6). 

5.2 Distortions Due to a Hemisphere 

The following illustration does not attempt to explain or express all the 

effects of small-scale inhomogeneities, but rather to dispel some common mis­

conceptions, and illustrate some of the characteristics of the phenomena. Also 

it is used to justify the need for the decomposition which is presented later. 

To study the effects of small-scale surface inhomogeneities, consider a con­

ductive hemisphere of uniform conductivity, 0'2 , embedded in a medium of 

conductivity 0'1 • The conducting media are enclosed above by an insulating 

half-space to represent the fact that the earth's atmosphere is approximately 

an insulator at magnetotelluric frequencies. The radius, R, of the hemisphere 

is much less than either the electromagnetic wavelength or the skin-depths at 

the relevant frequencies in both media. This assumption allows us, to consider 

the inhomogeneity to be excited by a uniform electric field when the body is 

sufficiently removed from any inhomogeneities in the medium in which it is 

embedded. In addition, the flux of the time-varying magnetic field through 

the hemisphere is considered to be sufficiently small to neglect any induced 

secondary electric fields. The electromagnetic problem thus reduces to the 
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electrostatic distortion by a hemisphere when excited by a uniform electric 

field. 

5.2.1 Electrostatic Distortion Due to a Hemisphere 

z :Q 

Figure 5.2: Conducting hemisphere excited by a uniform electric field embedded in a 
homogeneous conducting half-space. 

To begin this illustration, consider the electrostatic effect of a conducting 

hemisphere in a uniformly conducting half-space (Figure 5.2) excited by a uni­

form static electric field, E 0 x. The upper half-space is an insulator. Maxwell's 

equations in the conducting medium thus become 

everywhere and 

"VxE=O 

v xii= a.E 

(5.lOa) 

(5.lOb) 

(5.lOc) 

except at boundaries. Thus, the electric field can be determined by a potential 

function, </>, such that 

(5.11) 
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and therefore from (5.lOc), </>satisfies Laplace's equation: 

(5.12) 

except at boundaries. As well, there are the additional boundary constraints 

that 

1) </> is continuous across all boundaries. 

2) O'* =Jn is continuous across all boundaries. 

3) * = 0 at z = 0. 

4) - V </> -+ E0 x as r -+ oo 

where fi is the unit normal vector to the surface. 

The second boundary condition is the requirement that normal current 

density be continuous, while the third is due to the lack of current in the 

insulator, combined with boundary condition 2. 

The solution is extracted by symmetry from the electrostatic problem of a 

uniformly conducting sphere, in a homogeneous medium, excited by a constant 

static field (Ward, 1967). In a spherical co-ordinate system the solution is 

expressible as 

</>i(r, B, </>) = (-E0 + : 3 ) rsinB 

within the inhomogeneity and 

</> e ( r, B, </>) = ( - Eo r + ~ ) sine 

outside the hemisphere but within the conducting half-space. 

is the induced electric dipole moment of the hemisphere. 

(5.13) 

(5.14) 

That (5.13) and (5.14) satisfy the boundary conditions, 1-4, can be easily 

checked. Both solutions, ( </>i, <Pe), are clearly solutions of Laplace's equation. 

Since Laplace's equation has a unique solution for given boundary conditions, 
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the above solution is the required one. It is to be noted, for an equal source, 

that the primary electric field and therefore all electric fields are twice those 

for the similar problem of a sphere in a whole-space. 

The total electric fields are therefore given by (5.11, 5.13) 

(5.15) 

within the hemisphere, and outside the hemisphere and within the conducting 

medium, (z :::; 0), by (5.11, 5.14) 

.... ( (2x2 
- y

2
) 3Pxy 3Pxz) 

Ee ( x, y, 0) = Eo + P 5 , --5 -, --5 - · 
r r r 

(5.16) 

The magnitude of the secondary electric fields fall off as ( ~) 3 . If the 

measurement site is a distance 2R outside the hemisphere, the magnitude of 

secondary electric field is less than four percent of that of the primary electric 

field. Recall the assumption that the radius of the hemisphere is very small 

compared to the electromagnetic skin-depth. It is clear that at low frequencies 

the scattered electric fields die off due to geometric effects long before there is 

significant phase rotation or amplitude loss due to diffusion in the host medium. 

The implications here are two-fold. The first is that such small-scale bodies 

must be near-surface for them to have any significant effect on the electric fields 

measured at surface. Secondly, it is not necessary to consider phase rotations 

of the fields when measuring at low frequencies near the distorting bodies. 

The previous solution for the distorted electric fields due to the hemi­

sphere provides the means for determining the effects of the hemisphere on the 

magnetic field. The source of this anomalous electrostatic magnetic field is the 

anomalous current density, fa, within all of the conducting half-space including 

the conducting hemisphere. The anomalous magnetic field at any field point is 

given by 

H .... ( ) 1 J J:(x,y,z) x f dV 
a Xo,Yo,zo = -4 2 

7r r 
(5.17) 



CHAPTER 5 : Effects of Small-Scale Surface Inhomogeneities 110 

where r = rr is the vector from ladV to the field point (x0 , y0 , z0 ) and the 

integral is over the half-space z < 0. 

At the surface of the conducting medium, the total horizontal magnetic 

field, Hf;,, can be written as 1 

ua - UY I u2 I H ..... l 
.uh - .l..L HT .L.le T e (5.18) 

where each term can be expressed as an integral. The first term, fi'k, is due 

to the anomalous currents in the hemisphere: 

(5.19) 

where 
/3 = 0-1 ( 0-2 - 0-1) Eo 

0-2 + 20-1 

and the integral is over the volume of the hemisphere. In the spherical co­

ordinate system r2 = r; + r5 - 210 r 8 cos(</> - </>o )sinO, r; = x2 + y2 + z2 and 

,,.2 _ x2 + y2 
I 0 - 0 o• 

To determine the magnetic field due to the anomalous current outside the 

hemisphere a vector identity (Lee, 1975) is used: 

h(x,y,z) x r '7 (1) J ..... ( ) '7 

2 
= VO - X a x, y, Z = v o X 

r r (~) 
= \l x J:;x,y,z) _ \l x ( f.(x~y,z)) 

where again r = ~ is the unit vector pointing from the source point (x, y, z) 

to the field point ( xo, y0 , zo ), \7 o is an operator with respect to the field points 

and \7 is an operator with respect to source points. The first term in the above 

identity is identically zero since only static (i.e. galvanic) effects are considered. 

Volume integrals over the second term can be transformed into integrals over 

1 The details of the discussion which follows are contained in Appendix 2 
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the surface of the volume. Thus, the second term, fi; is due to an integral over 

the surface of the hemisphere: 

H- 2 ( ) -/3R
212

1!" J.11" cos8sin
3

8d()d,J.. A 

e Xo' Yo' zo = 'f' y' 41rR 0 1 r(8, ¢>) 
2 

(5.20) 

where r2 
( (), <P) = R2 + r~ - 2r0 R ( cos8cos8o + cos(</> - </>o )sin8sin8o) . 

.... 1 He contains the only contribution to the magnetic field parallel to the 

exciting electric field. This term is obtained by an integral over the surface of 

the conducting medium outside the hemisphere. 

H- 1 ( ) _ /3R
3 100 J:_{1 2

11" 3cos¢>sin</>d,J.. A 

e Xo' Yo' Zo - 4 2 'f' x 
7r R P o r 

{
211" 2 2 ,J.. . 2 ,J.. 

- cos 'f' - sm 'f' rl tf. v 1 d n 

J -y "' J ,., o r 

where r2 
( (), </>) = p2 + r~ - 2ro p (cos(</> - </>o )sinBo) and p2 = x2 y2

• 

The total electrostatically magnetic field can now be evaluated via these 

integrals. However, for the purposes of this thesis an estimation of this mag­

netic field in the proximity of the hemisphere is all that is required. How this 

anomalous magnetic field modifies the measured impedance tensor and the or­

der of magnitude of the effects is what is desired, not the exact determination 

of the anomalous magnetic field. 

The total electrostatic magnetic field can be easily evaluated at the centre 

of the hemisphere on the surface (z = 0) (A2.14,A2.19,A2.22,A2.24) 

.... -/3R .... 
Ha(0,0,0) = -

2
-y. (5.22) 

As well, the total field can be approximated on the surface inside the hemisphere 

(1} < 1) as (A2.15,A2.18,A2.21,A2.23) 

.... ( ) [ 1 .... 3 ( r0 ) 2 . () -] Ha xo, Yo, 0 ~ -/3R 2y -
128 

R sm2 oX (5.23) 
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In general, the horizontal magnetic field can be expressed as 

Ha(xo, Yo, 0) = -Eo (ay + 1x). (5.24) 

The anomalous magnetic field has its most significant effect in the proximity 

of the hemisphere. In the region of the hemisphere (A2.26) 

(5.25) 

and/ is approximately two orders of magnitude smaller. If the conductivities 

of the host and inhomogeneity are not sufficiently different, the effect of the 

anomalous magnetic field is even less significant and need not be considered. 

In conclusion, the electrostatic anomalous magnetic field is proportional to 

the primary electric field. The proportionality constants are of course frequency 

independent geometric factors. These geometric factors are at most of order 

( O"h L) where O"h is the conductivity of the host and L is a characteristic scale 

length of the inhomogeneity. The electrostatic anomalous magnetic field falls 

off sufficiently rapidly due to geometric effects to neglect diffusion loss and 

phase variation. 

5.2.2 The Channelling Tensor , C 

The total electric field at the surface of the conducting medium is of inter­

est, since magnetotelluric measurements are made on the surface of the earth. 

If the primary electric fields are approximately uniform over the hemisphere 

the above model gives a reasonable solution for the effects of the hemisphere. 

Here the primary electric field is the field which would exist if the hemisphere 

were not present. 

For a primary electric field E0 x (5.15) 

- ( 30"1 ) Ei(x,y,z) = Eo 
2 

,0,0 
0"2 + 0"1 
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within the hemisphere and outside on the surface (z = 0) of the conducting 

medium (5.16) 

where now 

_, ( (2x2 
- y

2
) P3xy ) 

Ee(x,y,O)=Eo l+P r5 '-;5'0; 

EoP = (]'2 - (]'1 R 3 E
0 

0'2 + 20'1 

is the induced electric dipole moment of the hemisphere. 

(5.26) 

By superposition and symmetry, for an arbitrary but uniform exciting field 

which contains no vertical electric field 

the electric field ( E) at the surface of the conducting medium is given by 

E(x, y, 0) = CEo. (5.27) 

The tensor, C, now termed the channelling tensor is 

(5.28) 

inside the inhomogeneity and 

(5.29) 

outside the hemisphere. 

The assumption that no primary vertical electric field impinges on the 

hemisphere is reasonable, unless the body is very near another structure. The 

electric field in the conducting medium must be zero at the surface of the 

insulator and (except possibly near an inhomogeneity) the near-surface electric 

field has very little vertical component. 
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At this point, it is interesting to note some comparisons to the conclusions 

of Berdichevsky and Dmitriev (1976). Inside the hemisphere, the channelling 

tensor has the form 

(5.30) 

and thus the regional ( 1 or 2-D) electric fields are scaled by a uniform factor, 

g, independent of frequency ("static shift"). Outside the hemisphere along 

the principal axes of the 2D structure (or the measurement axes if regional 

structure lD), the channelling tensor has the form of an anisotropy operator 

as in the Berdichevsky and Dmitriev conclusions. 

(
1 + S1 

C=g 
0 

(5.31) 

Once again the regional electric fields are scaled or shifted independent of 

frequency but by different factors. A quite different form from (5.31) however 

is found along the lines !xi = IYI, outside the distorting body. Here 

C = ( 1 + 2s/fix1s 
3P 

(5.32) 
\ 2s/21xl3 

which can be written in the form 

(5.33) 

The channelling tensor has the form of an elastic strain tensor where the shear­

ing strains are equal and non-zero. This form of the channelling tensor will 

henceforth be called a shear tensor. The resulting components of the electric 

field are now linear combinations of the primary electric field components. That 

lS 

and Ey = g(eE~ + E~). 

It is now possible to make an important conclusion with regard to the 

distortion operator, C. If one examines the distortion operator at locations 
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which are not on the symmetry axes of the distorting body or the applied 

primary field, C is in general more than an anisotropy operator. It essentially 

has the effect of distorting the polarization of the electric field from that of the 

primary electric field, by taking linear combinations of the components of the 

latter. Thus the need for a decomposition of the impedance tensor which can 

unmix the components. 

A channelling tensor D, for the distortion of the magnetic field, can also 

be defined. Equations A2.4 and A2.6 give the anomalous horizontal magnetic 

field at an arbitrary field point, due to a uniform electric source field in the 

x-direction. By similar calculations for a uniform source field in they-direction, 

it can be shown that the anomalous magnetic fields tangential to the surface 

z0 = 0 and on that surface can be expressed as 

a).... .... 
I Eo = DEo. (5.34) 

E0 is again an arbitrary uniform and horizontal primary source field. In the re­

gion of the hemisphere where this anomalous magnetic field is most significant, 

a is much greater than/ and a has the order of magnitude of 0'1 R (A2.26). 

If an inhomogeneity did not have the symmetry of the hemisphere, the 

representation of anomalous magnetic field as the result of a real, frequency­

independent operator, D, acting on the primary electric field (5.34) would still 

be correct. Except, in this case, there could be as many as four independent 

elements in D. When the effect of the magnetic distortion operator D is 

significant, one would still expect the diagonal components of D to be signif­

icantly smaller than the off-diagonal components. In general, one expects D 

to have two significantly non-zero real parameters. 
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Figure 5.3: The regional or two-dimensional conductivity structure with coordinate 
system. 

5.2.3 Effects on Magnetotelluric Interpretation 

To extend this illustration to include the effects of small-scale inhomo­

geneities on both magnetotelluric interpretation and the model for the imped­

ance tensor, consider a simple earth model (Figure 5.3). 

The model consists of two uniformly conducting, semi-infinite slabs overly­

ing a half-space. The two-dimensional structure together with the MT assump­

tion of a plane wave source field has two decoupled electromagnetic solutions 

often called the E- and H-Polarizations as discussed in previous chapters of this 

thesis. That is 

- ( 0 Eo = 
-ZJ_ 

(5.35) 

if the measurement axes are parallel and perpendicular to the principal axes 

of the two-dimensional structure. In the E-Polarization, the electric field, Ex, 

is parallel to the contact and thus the impedance (the ratio of £; over H) is 

termed Z11. In the H-Polarization mode the electric field, Ey, is perpendicular 

to the contact and thus the impedance is Z J_. 

In this simple earth model is embedded a conducting hemisphere (Figure 

5.4) about 1 km. to the left of the contact. In such a geological setting, it is the 

2-D structure which is generally required, and the small-scale inhomogeneity is 
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5000.Um 

Figure 5.4: Plan view of regional structure with embedded hemisphere. The figure is 
schematic and not to scale. The radius of the hemisphere is 30m, the measuring sites (A,B,C) 
are just outside the body and the hemisphere is almost 1 km from the two-dimensional contact 
which separates the two semi-infinite slabs. 

of little or no interest. 

At the frequencies utilized in this example, the radius of the hemisphere 

(30 m) is small with respect to the relevant skin-depths. The body is suffi­

ciently removed from the fault to ensure that the primary electric fields (due to 

the two-dimensional structure) are uniform over the extent of the hemisphere. 

Due to the small relative size of the hemisphere one can neglect, except as 

a minor effect, any induced secondary fields produced by the small inhomo­

geneity. Therefore, the earlier model of simple electrostatic distortion by the 

hemisphere when excited by a uniform primary electric field, is appropriate. 

That is 

since E0 = Z2 Ho. Thus 

E= CEo 
ii= Ho+ DEo 

=(I+ D Z2)Ho 

(5.36a) 

(5.36b) 

(5.37a) 
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zii 
- Z(I+ D Z2)Ho. 

from (5.36). Therefore, 

using (5.34). 

(5.37b) 

(5.37c) 

(5.38a) 

(5.38b) 

The effects of the magnetic field distortion D are strongest near the in­

homogeneity and at higher frequencies. The components of D, a and I are 

geometrical terms and are independent of frequency. Thus, at sufficiently high 

frequencies the components of D Z2 have magnitude (A2.26) 

(5.39) 

where ah is the host conductivity in which the body is embedded and Pe is the 

effective resistivity of the 2-D structure at the frequency under consideration. 

Assuming Pe ~Ph for simplicity, then 

where v is the cyclical frequency. For frequencies less than 104 Hz 

and thus the effects on the magnetic field can be neglected. If the typical scale 

length of the surface inhomogeneities and the average surface conductivity are 

known, then (5.39) can be used to estimate the importance of the static or 

galvanic effects on the magnetic field. 

As well, 

(5.40) 
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where O'e is the effective or apparent conductivity of the host as frequency 

decreases. Therefore, utilizing (5.38) 

z~ 

~ 

And finally 
.... 
E= 

C Z2[I- D Z2) 

C [I- Z2 D) Z2 

C Z2. 

C Z2Ho ~ 
.... 

ZH 

(5.41a) 

(5.41b) 

(5.41c) 

(5.42) 

neglecting second order terms in Z2. In other words C Z2 is, asymptotically 

in w, an estimate of the true impedance tensor, Z. 

Again, the above relation is true, only if the measurement axes are the 

of any two-dimensional structure is not known and the measurement axes are 

not those of the principal axes of the two-dimensional structure. Therefore 

(5.43) 

where R( B) is a rotation from the principal axes to the measurement axes and 

Rt is the transpose and inverse of the rotation tensor. Thus, the measured 

impedance tensor, Zm, has the form 

(5.44) 

under the assumption of (5.42). 

The conventional method for interpreting the measured impedance tensor 

is however 

Zm = R Z2 R. ( 
S1 Q ) t 

0 s2 
(5.45) 

In other words, it is assumed that the principal impedances, (Z11,Z.L), can be 

obtained by rotating the impedance tensor to an off-diagonal form ( diagonal 

elements zero) and extracting the principal impedances albeit scaled by real 
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factors ( s 1 , s2 ) or "statically shifted". Since the data includes nmse, stable 

implementation of this method requires rotating the impedance tensor, Z' = 

R Zm Rt, such that the sum of the square of magnitudes of the diagonal 

elements is a minimum. That is (Swift, 1967) 

is minimized in a least squares sense. The equations for this can be found in 

almost any thesis on MT ( e.g. Flores, 1986, Cavaliere, 1987). With the help 

of the simple numerical example presented here, and the previous solution for 

the electrostatic distortion by a hemisphere, let us investigate the effects of 

small-scale surface inhomogeneities on the conventional interpretation. 

The standard method of presenting impedance data, Z ( w ), is via apparent 

resistivities, Pa and phases, </>a, as a function of frequency. That is, from the 

1-D analog 

(5.46) 

where µ 0 is the magnetic permeability of free-space and w is the angular fre­

quency of the data. First, let us examine the regional or two-dimensional 

impedance tensor Z2 (Figure 5.5) . The electric and magnetic fields as a func­

tion of frequency were first determined by a two-dimensional modelling program 

developed at M.I.T. (Madden and Thompson 1965) for the two polarizations, 

(E and H). The H-Polarization solutions were verified by the quasi-analytic so­

lution which was presented earlier in Chapter 3. The impedance tensor, Z2 is 

then determined by (5.41c). In Figure 5.5 the off-diagonal elements, (Z11, Zl.), 

of the regional impedance tensor are presented in the form of apparent resis­

tivities and phases as functions of period. 

To include the effects of the hemisphere, it is now simply a matter of de­

termining the channelling tensor, C at the site required (5.28, 5.29) and then 

operating on the regional or primary electric fields, Eo, with the calculated 

channelling tensor. Thus the required measured impedance tensor is deter­

mined, 

(5.47) 
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Figure 5.5: Two-Dimensional Impedances: This figure presents the two-dimensional 
parallel and perpendicular apparent resistivities at a position about one kilometer from the 
vertical contact. 

For simplicity, the measuring axes are the principal axes of the two-dimensional 

structure. Zm at measurement site C (Figure 5.4) is presented in Figure 5.6 

where each component of the impedance tensor is shown as a function of period. 
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Figure 5.6: The Raw Impedance Data: The raw impedance information, Zm, at site 
C in the form of apparent resistivities and phases, if the measurement axes were those of the 
two-dimensional structure. 

It is now possible to examine exactly how the presence of the distorting 

hemisphere affects the conventional two-dimensional decomposition. Compare 

Figures 5.5 which presents the two-dimensional regional impedances with Fig-
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ure 5.6 which presents the the elements of the resulting impedance at Site C 

(Figure 5.4). Note that the measured impedance tensor in the presence of the 

inhomogeneity no longer has only off-diagonal elements. This is so even when 

the measuring axes are those of the two-dimensional structure. The compo­

nents Zxy and Zyy of Zm have the form of Z11 although scaled by different real 

coefficients. Similarly, Zxx and Zyx have the form of Z.i.. 

The next question asked is "What result or interpretation is obtained 

when the raw impedance, Zm is rotated to fit an off-diagonal form in a least 

squares sense?". In other words, if the impedance tensor, Zm is assumed to 

be decomposed in the form of Equation (5.3) what values will be obtained 

for Z11 and Z.i. and what relevance will they have to the true 2-D principal 

impedances? 

The answer to the above question for site C are shown in Figure 5. 7. Two 

additional parameters of this interpretation, skew index and root mean error 

of fit are shown in Figure 5.8. The skew (Swift, 1967), defined as 

IZ~x + Z~yl skew = ----=--='-
1 Z~x + Z~yl 

(5.48) 

is invariant with 8. It is exactly zero for two-dimensional structures in the 

absence of noise. Otherwise, it has the magnitude of the noise to signal ratio 

in 2-D structures. The root mean square relative error of fit €is given by 

(5.49) 

where Zij and Zij are the measured and modeled impedance tensor elements 

respectively. Therms error parameter,€, should be small compared with unity 

if the model of the impedance tensor is adequate. Here, of course, the model 

of the impedance tensor is that of (5.3). This parameter (€), to verify the 

decomposition of the impedance tensor, is not generally used. However this 

thesis will use it extensively. 
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There are a number of interesting results evident from these figures ( 5. 7 

and 5.8 ). The most obvious features to be noted are in the comparisons 

of Pa and <Pa to the 2-D undistorted principal impedances (Fig. 5.5 ). The 

principal impedances of Zm have the form neither of Z11 nor Z..L but rather 

are mixtures of them. This result is most evident in the phases, but can also 

be seen in the apparent resistivities at short periods. In fact, conventional 

wisdom would interpret these results as a 1-D environment with "static shift". 

This mixing of the principal 2-D impedances is due to the blending of the 

components of the primary electric field as discussed in section 5.2.2. Note 

that the conventional method produces an erroneous regional strike (Figure 

5. 7). The correct regional strike for this orientation of the measuring axes is 

zero since the measurement axes were taken to be parallel and perpendicular 

to strike. In fact the Swift method produces an azimuth of about 51° at 

long periods decreasing to 45° at small periods. It is important to compare 

the conventional azimuth to the polarization of the total electric field at the 

measurement site. At Site C the channelling tensor is purely a shear tensor 

(5.33). At high frequencies, the power in the primary or regional components 

of electric field are in a ratio of 1-1 over random polarizations of the source 

field. At high frequencies, the regional response is essentially one-dimensional 

and therefore the average primary magnetic field Ho is parallel to (1, 1). Some 

simple calculations show that the direction of the local field at high frequencies 

at site C is 45°. Similarly, at long periods it can be shown that the local strike 

(local electric field azimuth) is 4 7°. That is, it appears that the conventional 

method tends to pick out the direction of the local current, not the regional 

current. 

The effects of noise on the results of the comparisons of Figures 5.5 and 5. 7 

can be simulated by adding random error to the calculated data, Zm. If this is 

done, there are no significant variations in these results. In fact, the estimated 

principal phases from the mean impedance tensor fall within the error bars of 

each other and thus the phase curves appear to have no 2-D characteristics. 
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Turn now to the 3-D indicators (Figure 5.8), skew and the error parameter 

(E). Skew is often used by MT interpreters as an indicator of three- dimension­

ality. The skew in this case is small, less that .25 and usually less than .2. In 

the 2-D case with noise present, the skew is the relative magnitude of the noise. 

Thus, especially at long periods a skew of about .2 might not be significantly 

above the noise level. Note that the skew at low periods is very small, ( < .1). 

The root mean square error of fit varies from 4% at small periods to about 

20% at long periods. The addition of random error to the data will increase 

the rms error slightly. In the presence of only signal noise, the rms parameter 

will be the noise to signal ratio. The inference remains that the 2-D or Swift 

decomposition produces parameters which fit the data adequately although the 

conceptual model interpretation (1-D with "static shift") is very incorrect. 

Thus mixing of principal 2-D impedances, and the resulting wrong in­

terpretations which occur with the presence of the small inhomogeneity are 

dependent on the position of measuring site with respect to the hemisphere ( 

Figure 5.9 ). Site C, the one shown already, is in fact very nearly the worst 

case. Site A is 15° off that principal axes which is perpendicular to the strike 

while Site B and Site C are 30° and 45° off, respectively. Recall that exactly 

on the principal axes the effect of the channelling operator, and thus the in­

homogeneity on the regional electric fields, is one purely of anisotropy. At 

such sites, in the absence of any anomalous magnetic field, the 2-D principal 

impedances will be scaled by real numbers independently of frequency, but not 

mixed. That is, the principal impedances of Zm will have the same frequency 

dependent behaviour and the phases will be completely unaltered. However, 

as the measurement site is moved off the principal axes of the body, the com­

ponents of the primary or regional electric fields are increasingly mixed. This 

suggests that at some sites the principal impedances will be mixed until they 

are indistinguishable. 

These results are clearly seen in Figure 5.9. The phases for Site A are 

essentially the phases of the principal impedances, and the apparent resistivities 
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Figure 5.9: MIXING OF PRINCIPAL IMPEDANCES AS A FUNCTION OF POSI­
TION: The channelling tensor will mix the principal impedances and this mixing is dependent 
on position. 

still retain the same shape of Pll and P.L, although they have been multiplied by 

a scaling factor (anisotropy). However, farther from the principal axes at Site 

B, the principal impedances are no longer as distinguishable. Finally, at Site C 

the phases are almost identical and the apparent resistivities have almost the 
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same shape but are scaled differently. In summary, Site A (Figure 5.4) does 

not simulate a 1-D environment with "static shift" but Site C truly does. 

CONVENTIONAL REGIONAL AZIMUTHS AT SITES A,8 AND C 
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FIGURE 5.10: CONVENTIONAL AZIMUTHS: The conventionally calculated re­
gional azimuths at sites A, B and C. 

Figure 5.10 indicates the variation in the regional azimuth by the conven­

tional method at the three sites. Again, they indicate that the conventional 

method determines an azimuth very close to the local electric current polar­

ization. (The negative azimuths in the figure are due to an opposite sign 

convention for a rotation.) At short periods where the response is essentially 

1-D, the conventional method determines exactly the local azimuth. As the pe­

riod increases the conventional azimuth is consistently close to, but not exactly 

equal to the local azimuth. 
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5.2.4 Distortion Effects in a One-Dimensional Environment: 

An examination of the effect of the distorting hemisphere in a simple one­

dimensional environment also illustrates some interesting results. 

The estimated principal impedances from the conventional method can be 

expressed as 

and 

Z
A det I Zm I 
II= A 

ZJ_ 

where in a lD environment with only galvanic electric distortion 

det I Zm I= det IC ldet I Z2 I= Z5det I C I 

where Zo is the correct regional one-dimensional impedance. 

where /3 is real and 
A Zo 
Zu=­

/3 

(5.50) 

(5.51) 

(5.52) 

(5.53) 

= /3Zo 

(5.54) 

(5.55) 

If the effect of the inhomogeneity is entirely a galvanic effect on the electric 

fields, the conventional interpretation in a one-dimensional environment does 

indeed produce purely a "static shift" of the principal impedances, with no 

phase distortion. The conventional method can however produce an erroneous 

result for a regional strike. Here since a one-dimensional regional environment 

is considered one would expect no consistent regional strike as the data is ex­

amined frequency by frequency. If there are local distorting bodies present, the 

conventional method will produce a consistent regional strike which closely fol­

lows the local electric polarization. This can be seen in the higher frequencies in 
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our synthetic model where the regional response is essentially one-dimensional. 

The effect of the local distorting body on the conventional strike in a one­

dimensional regional environment will be discussed again in the next chapter. 

Referring to the 2-D illustration, the interpretation of Figure 5. 7 could as well 

be that of a 1-D environment with a local distorting body. 

Now consider the effect of the anomalous magnetic field. Recall that the 

anomalous magnetic field can be expressed as the result of a linear operation 

upon the primary electric fields (5.34) and thus (5.41) 

Zm = C [I- Zo D] Zo = F Zo (5.56). 

in the measurement coordinate system. 

z J_ = Zo [ (Fu ~ F,, ) + (Fu ; F,, ) 1 
4F21Fi2 

+ 2 
(Fn - F22) 

= /3Zo (5.57) 

Since the elements of F are complex, if the anomalous magnetic field is sig­

nificant then /3 will have a significant imaginary part and there is a shift or 

distortion in both the phases and the amplitudes of the estimated impedance 

elements. If the parameter J µow<JhR2 (5.39) is of order .1, for example, 

then /3 will have a complex phase of about 6° and thus the phase distortion 

would be about 6°. The variation in the real parts of the distortion operator 

( C [I- Z0 D]) will be small with respect to the case of no anomalous magnetic 

field and thus the presence of the anomalous magnetic field will cause very little 

additional distortion of the apparent resistivities. In the case of the hemisphere 

scatterer, these shifts in the phases of the two estimated principal impedances 

would be equal. However, if the body were elongated the frequency indepen­

dent shifts in the phases would be unequal and there would result a split in the 

phases of the two estimated impedances as well as the apparent resistivities. 

The effect on the phases of a small imaginary part in the distortion op­

erator leads one to ask if there are other effects which can affect the phases. 

Consider the effects both of signal noise and local induction in the inhomo­

geneity. Let us assume the induction in the small body is weak and thus there 
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is little interaction between the inductive and galvanic responses (McNeill et 

al 1984, Walker 1988). Therefore, the total electric field can be approximately 

expressed 

(5.58) 

E8 is the secondary electric field produced by induction and ife is the noise in 

the electric field. The secondary induced electric field can be approximated by 

iw GHo (5.59) 

since the primary time-varying magnetic field will be the principal cause of 

the induced electric field. The relation (5.59), of course, does not consider any 

induced surface horizontal electric fields by the primary vertical magnetic field. 

Assuming the galvanic distortion of the electric fields is the only first-order 

effect, write (5.41, 5.59) 

(5.60) 

for a regional structure which has at most two-dimensionality. Therefore, the 

distortion operator now has three contributors to its imaginary part. 

The distortion operator in (5.60) now contains four parts due to galvanic 

distortion of the electric fields, electrostatic magnetic effects, induced secondary 

electric effects and noise. If the distorting body is small the galvanic electric 

distortion operator C will have the most significant effect followed in impor­

tance by the electrostatic magnetic effect C Z2 D. 

5.3 Summary of the Effects of Small-Scale Surface Inhomogeneities 

The analysis has shown the way in which local inhomogeneities render 

invalid an otherwise valid parameterization which is based on a 2-D model of the 

impedance tensor. With this decomposition the apparent principal impedances 

of a 2-D locally distorted tensor become linear combinations or mixtures of the 

true regional 2-D impedances. As well, an erroneous regional strike is obtained. 
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Even if the regional structure is one-dimensional, the presence of an anomalous 

electrostatic magnetic field can alter the phases produced by the conventional 

method from the true one-dimensional impedance phases. This effect combined 

with static (i.e. galvanic) distortions of the estimated apparent resistivities 

can hide the essentially one-dimensional nature of the regional structure. The 

presence of weak induction and signal noise will further accentuate this effect 

on the phases. Also in the 1-D case (where no regional strike is defined) the 

conventional method can erroneously produce what appears to be a well defined 

strike. 

With the aid of the above analyses one may now address more generally 

the decomposition or parameterization of the impedance tensor in the pres­

ence of three-dimensional inhomogeneities. Examine the representation of the 

impedance tensor contained in equation (5.60) for a two-dimensional regional 

conductivity structure with three-dimensional galvanic electric and magnetic 

distortion and weak induction. Here 

(5.61) 

The operator, C can contain four real parameters, (That four independent 

parameters are required, in general, will be shown in the following chapter.) To 

first order, as discussed previously, D can contain two real parameters, while 

R contains one and G can contain at least two parameters. The regional 

impedance Z2 contains up to two complex or four real parameters. Thus, 

in total, the factorization of Zm (5.61) can contain up to 14 real parameters 

related to the physical model. The impedance tensor at a single frequency, how­

ever, contains but eight real data. Some of these 14 parameters are however 

frequency- independent. If a solution to this problem is possible, at all, it must 

involve examining data at multiple frequencies to determine those parameters 

which are frequency-independent. Determining the frequency-independent pa­

rameters from a multiple-frequency data set has two desirable results. Firstly, 

the number of parameters to be determined become less than the number of 

data and secondly, the local effects become separated from the regional effects. 
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This approach is based on a specific physical model, and utilizes the sim­

plifications provided by the physics of that model. This is a distinctly different 

approach from the decompositions of Eggers, 1982, Spitz, 1985, LaTorraca et 

al 1986 and Yee and Paulson 1986 which are based on purely mathematical 

aspects of the impedance tensor. They obtain eight parameters from the eight 

data at each frequency. They do not attempt to separate local from regional 

effects. 

The next chapter bases a decomposition method on this model (5.61) on 

the assumption that it is desirable and possible to separate local from regional 

effects. 



CHAPTER 6 

A DECOMPOSITION OF THE MAGNETOTELLURIC IMPEDANCE TENSOR 

WHICH IS USEFUL IN THE PRESENCE OF CURRENT DISTORTION 

6.1 Introduction 

Experimental magnetotelluric impedance tensors very rarely have the form 

of an ideal two-dimensional impedance tensor. There will not always exist a ro­

tation of the coordinate axes such that the diagonal elements of the impedance 

tensor are both zero. This can be due to the presence of any combination of 

three factors: data errors in the case of one- or two-dimensional induction, 

large three-dimensional bodies with significant inductive responses, and one­

or two-dimensional induction coupled with the effects of telluric distortion. 

Historically, it has been assumed that data errors are the primary cause of 

this non-conformity. Therefore, the standard procedure has been to rotate 

the horizontal coordinate axes so that the measured impedance tensor fits the 

ideal two-dimensional form as closely as possible. The measure of goodness of 

fit has usually been a least squares norm (e.g. Swift, 1967). The method has 

been used because of the relative simplicity of calculating such two-dimensional 

inductive responses. 

On many occasions when the large-scale conductivity structure is approxi­

mately one or two-dimensional, the magnetotelluric impedance tensor is the re­

sult of local galvanic distortion of electric currents which are due to induction in 

the regional conductivity structure. In recent years, with improvements in data 

quality, there has been a consensus within the magnetotelluric community that 

this distortion is the most significant problem in obtaining the Earth's regional 

or large-scale conductivity structure from measured impedance data. If distor­

tion is present, the measured impedance tensor will not, in general, be close in 
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any sense to a two-dimensional impedance tensor. Even though the inductive 

behaviour is at most two-dimensional, the impedance tensor which results will 

have three dimensional behaviour as indicated by such parameters as skew and 

the error of fit to a two-dimensional tensor. As illustrated in the preceding 

chapter, procedures for rotating the impedance tensor to fit a two-dimensional 

form (e.g. minimizing the mean square modulus of the diagonal elements) do 

not generally recover the correct two-dimensional induction parameters. The 

directions of the principal axes of induction will not be determined correctly 

nor will these methods recover the correct principal impedances, but rather it 

can be shown that they obtain linear combinations of them. In recent years, 

a number of decomposition methods have been proposed, as discussed in the 

previous chapter, (e.g. Eggers, 1982, Yee and Paulson, 1984; Spitz, 1985; Yee, 

1985; LaTorraca et al, 1985; Cevallos, 1986; LaTorraca et al, 1986). These 

decompositions do not make any physical assumptions about the impedance 

tensor. Thus, their decompositions retain all 8 real parameters in the data as 

opposed to only 5 parameters which are kept by an idealized two-dimensional 

tensor model. The advantage of a lack of any physical assumptions is however, 

also a disadvantage as it fails to take advantage of any physical simplifications 

which might exist. This difficulty can result in an inability to make infer­

ences about the Earth's actual conductivity from the decomposition parameters 

where such inference is in fact straightforward. Also, as discussed in Chapter 5, 

in a general conductivity distribution more than eight physical parameters can 

be used to describe an impedance tensor. Even in the case of galvanic chan­

nelling there are more than eight parameters present. The conclusion from the 

last chapter is that any decomposition which would like to separate local from 

regional parameters must be able to consider the frequency-independence of 

the parameters. 

Recently Bahr (1985) has indicated that galvanic channelling does not de­

stroy most of the available information about an underlying two-dimensional 

inductive process. In this chapter, a physical approach is taken to the decom­

position problem in an attempt to produce a decomposition which is physi-
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cally interpretable. The approach makes the assumption that the measured 

impedance tensor is produced by local galvanic (thus frequency independent) 

distortion of the regionally induced electric currents caused by arbitrary three­

dimensional structures. The large-scale structure is assumed to be at most 

two-dimensional. The effects of the scatterers on the magnetic field are as­

sumed negligible and initially ignored. Later in the chapter the effects of this 

secondary magnetic field will be considered. A decomposition of the impedance 

tensor is presented here which separates the effects of current channelling from 

those of induction as far as is possible without a priori knowledge of the three­

dimensional inhomogeneities. If the impedance tensor is the result of regional 

two-dimensional induction coupled with local frequency independent telluric 

distortion, the method correctly recovers the principal axes of induction and, 

except for multiplication by frequency independent real constants, the two prin­

cipal impedances. Also obtained are two distortion parameters, twist and shear, 

which partially describe the effects of the telluric distortion. If this physical 

model of the measured impedance tensor is true, these parameters have physical 

interpretations and there is every possibility that they can be interpreted either 

intuitively or by numerical modelling. The effects of the anomalous magnetic 

field produced by the galvanic current distortion are also considered. 

Even where the model is not sufficiently valid for all frequencies of the data 

set, it may be true over limited frequency ranges in the data. This is because 

the definition of a "regional" scale changes for different frequency ranges. Since 

the electromagnetic skin-depth will vary by orders of magnitude throughout 

the frequency range of a normal data set, the importance of various physical 

factors will change significantly with frequency range. In the true one or two­

dimensional cases, the decomposition reduces to the conventional method and 

therefore in practice may help to clarify the important physical effects as they 

vary through the frequency range of the data. 

The decomposition contains only seven parameters and these are obtained 

by a least squares fit of the impedance tensor model to the data. The theory 
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and methodology of the decomposition are given in this chapter along with a 

discussion of the improvements obtained over the conventional method. The 

decomposition is applied to the synthetic example of Chapter 5 and examples 

with real data are also presented. Suggestions for inclusion of static magnetic 

distortion and weak induction are also included. 

6.2 The Ideal Distortion Model of the Impedance Tensor 

Let us assume that the Earth is essentially flat and has at most a two­

dimensional conductivity structure on a large regional scale. This assumption 

implies that any three-dimensional structures are all inductively very weak. In 

the principal axes of the two-dimensional structure (i.e. one horizontal axis is 

along the strike of the two-dimensional structure and the vertical axes normal 

to the earth's surface), the regional horizontal electric field components, er, 

and magnetic field components, hr, are linearly related by 

(6.1) 

a and bare either ZJ.. or Z11 depending on whether the x-axes is perpendicular to 

strike or parallel to the strike of the two-dimensional structure. Z J.. and Z11 are 

the impedance elements for the regionally averaged two-dimensional structure. 

ZJ.. is the impedance associated with the 2D-mode containing only current 

perpendicular to strike and Z11 is the impedance associated with the mode 

containing only current parallel to strike. When the total horizontal electric 

field, e, and the total horizontal magnetic field h are measured at a point 

on the surface of the earth, they are modified by local conductivity variations 

from the regional values. The electric field e can be very strongly distorted by 

charges that accumulate on conductivity gradients or boundaries, as illustrated 

in Chapter 5. The magnetic field, h, however is not disturbed so strongly since 

it is due to a weighted spatial average of the telluric current density over a much 

larger volume. Therefore it is possible to make the simplifying assumption 

that h = hr (This assumption was discussed more fully in reference to the 
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analytic illustration in Chapter 5, and will be revisited later in this chapter). 

e must be related to er by a distortion or channelling tensor C which can 

vary significantly from the the identity matrix. Such a distortion operator is 

developed for a particular inhomogeneity in Chapter 5. Following Bahr (1985) 

and Berdichevsky and Dmitriev(1976),among others, the horizontal electric 

fields can be expressed as 

(6.2) 

in the presence of arbitrary small-scale scatterers. Because these distorting 

structures are assumed to be inductively weak and their effects thus indepen­

dent of frequency, the elements of C can be taken to be real numbers in the 

transform or frequency domain. In the absence of distortions C will obviously 

reduce to the identity tensor I. This physical model corresponds to fundamental 

model II of Berdichevsky and Dmitriev (1976) for a 3-D surface inhomogeneity, 

in which C is defined as 

p~Y)) 
(y) . 

Fy 

The conditions of validity for inductively weak (phase-free) distortions of the 

electric field have been discussed by numerous authors (e.g. Berdichevsky and 

Dmitriev, 1976; Cox et al, 1980; Larsen, 1975; Larsen, 1977; Dmitriev and 

Berdichevsky, 1979; Hermance, 1982; LeMouel and Menvielle, 1982; Jones, 

1983; Park et al, 1983; Ranganayaki, 1984; Wannamaker et al, 1984a and 

1984b; Park, 1985; Bahr, 1985), to which the reader is referred. 

It may not be evident that four parameters are required to represent a 

general distortion tensor. Even though the distortion operator, C contains 

four elements, they may not all be independent. To verify that in general this 

is true, an example is presented in Figure 6.2.1. 

Here, a moderately conductive region of overburden (dotted) is shown on 

an insulating basement (white) which outcrops through the overburden. Inside 

the central circular region of overburden, there is an elliptical conducting region 
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Figure 6.2.1: A synthetic channelling illustration 

(black) which represents a swamp. Distortion of the large-scale electric field will 

be found if measurements are made. In particular, let us analyse this distortion 

at the centre of the swamp. The regional telluric currents are twisted through 

an angle Bt due to the presence of the outcrop in the overburden. The elongation 

and conductivity of the swamp causes a local anisotropy in a coordinate system 

where the axes are parallel and perpendicular to the direction a. The measured 

electric field at the center of the swamp is therefore related to the regional 

electric fields by the equation 

or more fully 

(
cos Ba 

C= 
sin Ba 

-sin Ba) ( A1 
cos Ba 0 

0) ( cosBa 
A2 -sin Ba 

sin Ba ) (cos Bt 
cos Ba sin Bt 

(6.3) 

-sinBt) 

cosBt 
(6.4) 

The operator T performs the initial twist, Q and its transpose Qt rotate 

the coordinate system to the principal axes of the swamp, and A imposes the 
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anisotropy caused by the ellipticity and conductivity contrast of the swamp. 

Clearly, four independent real parameters Ba, Bt, >. 1 and >. 2 are required for 

this physical situation. 

The above decomposition of C (6.3) is , however, only instructive. It is 

not useful in terms of real data without a priori knowledge of the nature of the 

distorting inhomogeneities. If fact, without knowledge of the scatterers and 

with data at only one frequency, none of its four parameters can be recovered 

uniquely from a measured impedance tensor. It has been suggested by Bahr 

(1985) in the case of general galvanic distortion and Zhang et al (1987) m 

the case of two-dimensional galvanic distortion, that it is not necessary to 

solve explicitly for the elements of C to determine information concerning the 

two-dimensional impedances. However, an explicit decomposition is needed to 

recover any information and thus it is necessary to study the exact ways m 

which C is indeterminate. This we will proceed to do. 

Since 

e = c er 

and in the principal coordinate system of the regional structure 

then in this coordinate system 

or in the measuring coordinate system 

e = RC Z2 Rt h 

- Zm h. 

(6.5) 

(6.6a) 

(6.6b) 

Here, Zm is the actual measured impedance tensor. Z2 is the regional two-di­

mensional impedance tensor expressed in its principal coordinate system (i.e. 

it has the form of Z2 in equation 6.1). C is the distortion tensor, expressed 
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in the regional inductive principal axes system, and R is a rotation matrix 

which rotates vectors through an angle () to the regional inductive principal 

axes system from the measurement axes system. 

From physical intuition, it is clear that local anisotropy cannot be sepa­

rated from parallel regional anisotropy without prior knowledge of the distort­

ing inhomogeneities and the regional structure. It is evident therefore, that 

this decomposition cannot be done uniquely for measured data at a single fre­

quency. There are nine real parameters: a rotation angle (), four distortion 

tensor elements, and the two complex principal impedances. The nature of the 

non-uniqueness of the decomposition can be described quite simply. Consider 

the two transformations 

(6.7) 

and 

c' = c w-1 (6.8) 

where w1 and w2 are non-zero real numbers. The decomposition of the mea­

sured impedance data 

is also correct if Zm satisfies equation 6.6 since C' is still real, and Z~ has the 

ideal two-dimensional form of equation (6.1). It will be shown moreover that a 

diagonal matrix such as W produces the most general form of non-uniqueness 

that can be introduced. The conclusion is that the decomposition of equation 

6.6a is still not, at present, a very useful one. 

The outline above giving the physical basis for the impedance tensor de­

composition (which will be given below), should not be taken to suggest that all 

magnetotelluric impedance data conform to this simple behaviour. The physi­

cal basis is introduced only as a guide to a decomposition which is more useful 

than the rotation of the tensor to its closest two-dimensional form. However, 

the parameters will be at least approximately interpretable in a much larger 
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proportion of cases than with the conventional method. As well, the decom­

position reduces to the conventional method in just those physical situations 

when the conventional method is adequate. A more complete representation 

of the impedance tensor was given in Chapter 5 (5.61). The method described 

here is motivated by the discussion in the conclusion to Chapter 5, which ar­

gues that frequency independent parameters must be determined if a unique 

parameterization of the impedance tensor is to be obtained. 

6.3 A Useful Factorization of the Distortion Operator 

It is convenient as per Spitz (1985) to introduce a modified form of a set 

of bases matrices sometimes termed the Pauli spin matrices: 

I=(~ ~) (6.9a) 

E2 = (0 -1) 
1 0 

(6.9b) 

This allows any rank 2 tensor 1\1: to be expanded as a sum 

(6.10) 

Again, this is not directly a useful way to decompose C because none of the 

four parameters O:i can be recovered uniquely from the data. A more useful 

decomposition is the factorization 

C=gTSA (6.11) 

where g is a real scalar and the tensor factors T, S and A are defined by 

T = N2 (I+ tE2) 

S = N1 (I+ eE1) 

A = N3 (I+ sE3). 

(6.12a) 

(6.12b) 

(6.12c) 

Physical interpretations of each of these individual operators and the existence 

and uniqueness of the factorization will be discussed below. The normalizing 
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factors Ni are defined for convenience in such a way that T, S and A in­

dividually preserve power (but not isotropy) when applied to an isotropically 

polarized random electric field. That is, for example, 

( Tx, Tx ) = (x, x) , Vx E ?}(2 (6.13). 

Here, the inner product is the statistical mean over the random polarizations 

of the vector scalar product of two vectors. The direction of Tx is however 

not that of x unless t = 0. Equation 6.13 holds for the operators S and A, 

as well, and thus 

N 1 = 1/y'1 + e2 

N2 = 1/v'l+t2 
N3 = 1/Jl + s2. 

(6.14a) 

(6.14b) 

(6.14c) 

The product TS A, however, does not necessarily preserve power. The prac­

tical purpose of this normalization is to ensure that the elements of T, S and 

A remain bounded during any computations. The matrix T is made unitary 

by this normalization a..J.d is thus an ordinary rotation matrix. 

Physical insight into this factorization can be obtained by examining the 

effects of each factor in turn on the regional electric field. First let us examine 

the splitting or anisotropy operator 

(6.15) 

Figure 6.3.1 illustrates the effects of the anisotropy or splitting tensor on a 

family of unit vectors when s is positive. The top figure is a family of unit 

vectors uniformly spaced in angle. The bottom figures represent the effect of 

operating on the family with each of the three operators individually. There 

is a one-to-one mapping between the set of vectors in the top figure and the 

set of vectors in each of the bottom figures. The splitting operator stretches 

the two field components by different factors ( N3(1 + s), N3(1 - s) ). This 
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generates an anisotropy due to the distortions which is added to the anisotropy 

already existing in the regional induction impedance tensor Z2 (recall equation 

6. 7). This is because the local anisotropy is created along the same axes as the 

regional anisotropy. Note that electric fields lying along either of the principal 

axes of the regional structure are not changed in direction. Any rank two 

diagonal matrix and thus any anisotropy operator can be expressed in this 

form(6.15). This type of distortion is indistinguishable experimentally from 

the inductive anisotropy except in special circumstances when the anisotropy 

of Z2 is known independently. Recall that in the hemisphere illustration of 

Chapter 5, that this was the form of the distortion operator at measurement 

sights inside the hemisphere (5.28) or outside at sights, A and B (5.31). 

i 

SPLITTING SHEAR TWIST 

Figure 6.3.1: The effects of the anisotropy operator A, the shear operator S 
and the twist Ton a family of unit vectors (top Figure). 

Berdichevsky and Dmitriev ( 1976) have chosen this form for the distor­

tion operator by selection of the measurement location and the symmetries of 

.. i 
f\ t 
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the inhomogeneity. This selection of measurement site was unfortunate as it 

leads to static (frequency independent) scaling of the regional electric fields 

and thus static shifting of the resulting impedances. This has led to some 

misunderstanding of the effects of near-surface distorting bodies. 

The effect of the twist tensor 

(6.16) 

is simply to rotate the regional electric field vectors through a clockwise angle 

tan-1t. Figure 6.3.1 illustrates again the effect of the twist operator on a family 

of unit vectors. The twist t can be characterized by the twist angle ef>t = tan-1 t. 

The inclusion of a twisting effect on the electric fields by the presence of the 

galvanic scatterers would seem necessary from physical considerations. For 

the synthetic example of Figure 6.1 such an operator is certainly required to 

represent the galvanic distortion due to the outcropping basement. 

The shear tensor (in analogy to the theory of deformation) 

(6.17) 

develops an anisotropy on axes which bisect the regional inductive principal 

axes. The effect of S on a family of unit vectors is shown in Figure 6.3.1 

for a positive shear e. Note that the maximum angular changes in the vector 

occur when aligned with the principal axes. A vector on the x axis in the 

figure is deflected clockwise by an angle tan-1 e, and a vector along they axis 

counter-clockwise by the same angle. It can therefore be useful to characterize 

the shear e by a shear angle ef>e = tan-1 e. This may seem at first sight to be 

an unusual effect and the need for it may not appear intuitively obvious as in 

the case of the other two operators. However, if one thinks of the gathering 

of current into a long conducting body this effect may seem more evident. 

But more theoretically, recall in the illustration of Chapter 5 that for a site 

(Site C) which is outside the inhomogeneity and 45 degrees from the principal 
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axes system, the channelling operator C has exactly the form of equation 6.16 

(5.33). 

The real scalar g performs an overall scaling of the electric fields. This is 

necessary because the operators A, S and T have been normalized (16) such 

that their product is merely proportional to the distortion tensor C. We refer 

to this scalar as the site gain. 

One advantage of this factorization of the distortion tensor C is now 

apparent. We know we cannot separate physically the local anisotropic effects 

from the region without a priori knowledge of the conductivity structure. This 

factorization allows us to include the two anisotropic effects in the mathematical 

decomposition and therefore remove the non-uniqueness in the model. That 

is, mathematically, neither g nor A can be separated from Z2 , since Z~ 

g A Z2 is an equally valid two-dimensional impedance tensor (i.e. has zero 

diagonal elements). In this method we therefore try to determine only Z~ 

rather than Z2 , knowing that the two principal impedances determined in Z~ 

wiH have been separateiy scaied by unknown factors from those of Z2 • It is a 

clear advantage of this factorization of C which allows the absorption of the 

unknown parts of C into the regional impedance tensor without destroying 

the ideal two-dimensional form of that tensor. Previous authors ( Larsen, 

1975 and Dmitriev and Berdichevsky, 1976 ) have tried explicit decompositions 

which include the galvanic distortions. However, these authors assumed the 

regional structure to be one-dimensional. Thus all anisotropy is due to the local 

distortions and can therefore be determined. The decomposition presented here 

can be so adapted if similar information is known about the regional structure. 

Even for the cases of one-dimensional regional conductivity, the decomposition 

of Dmitriev and Berdichevsky is, as mentioned previously, inadequate because 

of its limited application to measurement sites. The decomposition of Larsen 

is inadequate apart from the limitation due to regional structure, for other 

reasons which will be discussed below. 

The absorption of g A into the regional impedance tensor will not greatly 
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limit our ability to determine the regional impedances. If the telluric distortion 

is truly frequency independent , as in our original model, this will not alter the 

shape of the principal apparent resistivity curves as a function of frequency, nor 

will it change the complex phases of the principal impedances. That is, this 

method allows us to determine the regional impedances correctly, except for 

"static shifts". This is not the case with the conventional method, as discussed 

in Chapter 5, and it will be illustrated below for more general cases. This is 

because, in addition to absorbing g A into Z2, the conventional method also 

implicitly absorbs T and S into Z2 • Radically distorting it from an ideal 

two-dimensional tensor. The problem of the "static shift" is not extreme as 

any additional information (e.g. the near-surface conductivity) allows us to 

make the correct scaling. 

The nature of the physical effects of each factor in the channelling tensor 

factorization has been discussed. As well, examples of the existence of the shear 

and anisotropy factors were demonstrated in the analytic distortion illustration 

of Chapter 5. The presence of the twist operator was indicated in the synthetic 

example of Figure 6.1. However the question still remains as to whether such a 

factorization exists for all physical situations of the type we are studying here. 

Also, it is not clear whether the factorization of the distortion operator by this 

means is unique or has multiple solutions. These questions are addressed in 

the following section. 

6.4 Uniqueness and Existence of the Factorization 

Whether there exists a unique factorization of C using real values of g, t, 

e and s is not obvious for arbitrary C. If the factorization is multiplied out 

explicitly, then 

C _ --;:::===g==== ( (1 + s )(1 - te) 
- y'(l + e2)(1 + f2)(1 + s2) (1 + s )( e + t) 

(1 - s )( e - t) ) 
. (6.18) 

(1 - s)(l + te) 

In the case of weak distortions (t, e ands much less than unity), the factoriza­

tion can be done very easily. If all second and higher order terms in e, s and t 
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are neglected, equation 6.18 becomes 

e-t)· 
1-s 

From this, the factorization parameters can easily be derived as 

C1 +C4 
g ';::;;, 2 

C2 +C3 
e';::;;,---

C1 + C4 
C1 -C4 

s';::;;,---
C1 +C4 
C3 -C2 

t ';::;;, . 
C1 +C4 

This is the form (6.19) of the operator utilized by Larsen, 1975. 

(6.19) 

(6.20a) 

(6.20b) 

(6.20c) 

(6.20d) 

In his work 

the assumption of a one-dimensional regional conductivity structure allows 

one to calculate simply the twist,shear, anisotropy and the one-dimensional 

impedance. The motivation for this form for the distortion operator is not 

explained by the author. However, its origin can be easily understood. Ex-

panding the present decowposition (6.11) in the Pauli spin bases elements and 

neglecting all second order and higher terms in the distortion parameters (weak 

distortion) gives 

Thus, the distortion parameters are merely scaled Pauli spin coefficients. A 

decomposition of C in this form always exists since the Pauli spin tensors 

form a basis for an even larger linear space than S. The reader may inquire 

why this form has not been used as Larsen had done ! Such an approach can be 

made if the regional structure is assumed one-dimensional (Larsen, 1975,1977) 

but in the 2D case there are too many parameters in the decomposition. This 

is due to the retention of the local anisotropy. 

For stronger distortion, the exact equations (6.18) must be satisfied. It 

will be shown that for the set S of realistic distortion tensors, there always 
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exists at least one solution to the equations. In general, there exists exactly 

two solutions. 

Recall from equation (16.18) 

c =g 1 ((1 + s)(l -te) 

(1 +s)(e +t) 

(1 - s )( e - t) ) 
(1-s)(l+te) · 

(16.18a) 

where g1 now includes the normalizing factors but from here on the prime will 

be dropped. The set S is restricted so that operators of the form 

C = (C1 C3 ~), 

C=(O C3 ~2) 
and 

c = (~ C2) 
C4 

are excluded. The fact that these operators are unrealistic is evident from their 

effect on the unit basis vectors. Such effects cannot exist within the limits 

of possible earth conductivities since neither perfect conductors nor perfect 

insulators exist within the crust and upper mantle. The exclusion of these 

possibilities implies s # ±1 . 

Thus, if C ES, let 

C2 e-t 
I = C4 = 1 + te if C4 # 0 (6.21) 

and 

(6.22) 

The special cases where either C1 = 0 or C4 = 0 are straightforward and not 

discussed here. If C1 = C4 = 0 then C tJ. S. If/ = /3 then there exists only 

one solution , 

t=O e=1=/3 and (6.23) 
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Again if I= -/3 the only solution is 

e = 0 , t = -1 = /3 , and s= 
2g 

(6.24) 

However, if I -f. /3 and I -/- - /3 then e and t satisfy quadratic equations 

(I+ /3)e2 + 2e(l -1/3) - (/3+1) = 0 

(1- f3)t 2 
- 2t(l + 1/3)- (1- /3) = 0 

which have two real solutions 

t = (1/3 + 1) ± J(l + 12)(1 + (32) 

1-/3 

(1/3 - 1) ± J(l + 12)(1 + (32) 
e= 1+/3 . 

(6.25a) 

(6.25b) 

(6.26a) 

(6.26b) 

We denote the solution fort with the positive surd as t+ while t- denotes the 

alternative solution, and similarly for e. It is easily shown that 

and the solution sets are therefore 

(e1,t1) = (e+,r) 

(e2,t2) = (e-,t+). 

It is also easy to show (6.26) that 

1/3 = -1 Ht= ±1 

1/3 = +1 He= ±1. 

(6.27) 

(6.28a) 

(6.28b) 

(6.29a) 

(6.29b) 

Except for these exceptions, there exists solutions for both t, e such that each 

has a solution of magnitude greater than one and a solution with magnitude 

less than one. To be more specific, it can be shown that if (g, t, e, s) is a solution 

to (6.18a) then (-gets, -t-1 , -e-1 , s-1 ) is also a solution. 
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The two solutions cannot always be divided into small ( !ti, lei < 1 ) and 

large ( !ti, Jei > 1 ) distortion solutions. However, if 

then 

lt2l < lt1I 

le2I < le1I 
and there is a small distortion solution distinct from a large distortion solution. 

However, if If ,Bl > 1 then the solutions are mixed. That is, there exists one 

solution which has small shear and large twist and another with small twist and 

large shear. Note that here small distortion is distinct from the weak distortion 

case (6.19) previously mentioned. 

To solve for the anisotropy factor, equation (16.18a) yields 

l+s=(l+te)C1 

1 - s 1 - te C4 
(6.30) 

if te =/= 1 and C4 =/= 0 (The special cases where te = 1 ( C1 = 0) and C4 = 0 are 

easily obtainable as mentioned above). Equation (6.29) leads to the solutions 

s1 = 

and 

(C1 - C4) + e1i1(C1 + C4) 
(C1 + C4) + e1t1(C1 - C4) 

1 
s2 = -

S1 

(6.3la) 

(6.3lb) 

The small distortion condition 11/31 < 1 for twist and shear does not necessarily 

correspond to small s. However, the size of the anisotropy factor is irrelevant 

since it can be included into the scaling term g. 

The scaling parameter g is determined by pre-multiplying C by s-1 T- 1
. 

The inverse of T always exists since its determinant is 1 + t 2 and t is real. The 

inverse of S exists if e =/= ± 1. (This case is considered separately, below.) The 

resulting matrix g A is diagonal and the sum of the diagonal elements yields 

1 
2gi = ( 2 )( 2 ) [C1(l+eiti)-C2(ei+ti)-C3(ei-ti)+C4(l-tiei)] (6.32) 

1 - ei 1 +ti 
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where i = 1, 2. If e = ±1 then t-/= ±1 (6.28a) and thus (6.18a) 

C2 
g=------

(s - l)(t l)' 
(6.33) 

s -/= 1 since C E S. 

Thus, in summary there are two solutions (sometimes degenerate) for the 

decomposition of any physically plausible distortion tensor. If the tensor sat­

isfies the small distortion condition then the solution could be selected by re­

stricting the solutions such that the shear and twist angles have magnitudes 

less than 45 degrees. We argue that it would be expected that the tensor in a 

realistic physical environment will satisfy the small distortion condition. This 

condition implies that the magnitude of the product of the diagonal compo­

nents of the distortion tensor is larger than the magnitude of the product of the 

off-diagonal components. This is physically plausible. This restriction allows 

for a selection of unique parameters from impedance data but does not restrict 

the method since both solutions can be selected separately, comparisons made 

and then a choice made by the interpreter as to which is the most likely set of 

parameters from ohvsical and ireoloirical restrictions, 
- .&. "' v v 

The existence and uniqueness of the factorization can be studied in ref­

erence to the synthetic example of the hemisphere inhomogeneity of Chapter 

5. Firstly, it can be shown that the channelling tensor (5.28,5.29) is, if the 

conductivity of the hemisphere is not infinite, always an element of the set S. 

We have, however, restricted ourselves to realistic earth conductivities. On the 

surface of the conducting media within the hemisphere, the channelling opera­

tor is diagonal (5.28). Thus, according to the solution, twist and shear are zero, 

the solution is unique, and the splitting coefficient s and the site gain g are 

non-zero. In other words, the twist operator T and the shear operator S are 

both identity matrices. Some algebra shows that outside the hemisphere, the 

small channelling condition always holds (i.e. ja,81 < 1 ) if the hemisphere is 

not infinitely conducting. Thus, we have a unique solution for the channelling 

factorization if we restrict the twist and shear angles to have magnitude less 
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that 45 degrees. In the case of Site C ( 45 degrees to principal axes), the solu­

tion results in both s and t being zero and thus the channelling factorization 

is just the site gain g times a shear operator. 

The operators T, S and A do not necessarily commute. For example, 

T S does not always equal S T. The question of the order of the factorization 

must therefore be addressed. With three factors there are six distinct product 

factorizations because the factor operators do not commute. However, since 

the local anisotropy cannot be separated from the regional, there are only two 

possibilities which are useful 

C = g T S A or C = g S T A. (6.34) 

The existence and uniqueness of the first has been discussed above. A similar 

analyses for the second case results in quadratic equations for t and e as in 

the first case. However, the roots of these equations are not always real as 

in equations 26a and 26b but it is desirable that all factors in C be real 

operators. For this reason the second factorization (6.34) is rejected. From the 

above considerations, there is only the one possible order of factorization ( 6.11) 

from this set of operators ( S, T and A). 

Factorization of the C tensor is not our goal, however the above discussion 

is necessary to establish that the parameters used (g, e, t, s) are in fact well 

defined in the proposed factorization. 

6.5 The Decomposition of the Impedance Tensor 

When the above factorization of the distortion tensor ( 6.11) is substituted 

in equation (6.6), the result is 

Zm = Rg T S A Z2 Rt. (6.35) 

Upon absorbing g A into Z2 this becomes 

(6.36) 
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where 
I ( Q Z2 = g 

-(1 - s)b 
( 1 + s )a ) = ( 0 a' ) . 

0 -b' 0 

It is Equation 6.36 that is the explicit decomposition which is desired. This 

decomposition has seven real parameters which are: 

1 and 2) the scaled real and imaginary parts of the major principal imped­

ance a' (or equivalently the major apparent resistivity and phase), 

3 and 4) the scaled real and imaginary parts of the minor principal imped-

ance b' (or equivalently the minor apparent resistivity and phase), 

5) the azimuth () of the major apparent resistivity, 

6) the shear , e and 

7) the twist angle, t. (An alternative parameter, the local distortion strike 

or azimuth will be discussed below.) 

As discussed previously, Z2 and Z~ are experimentally indistinguishable. 

Henceforth, the prime on Z2 will be dropped and it is understood the the re­

sulting principal impedances (a', b') may be scaled by real factors from their 

true values (a, b ). Also, it is important to note that if the conductivity struc­

ture is truly two-dimensional C = I and (6.36) reduces to the conventional 

decom position. 

To determine the parameters, a system of equations is developed which 

relates the data to the model (6.36). The data, Zm, can be represented by a 

slightly modified set of Pauli spin coefficients (6.10) as 

Zm = ~ (aoml + 011 m::E1 + a2m::E2 + Q'3m:E3) 

where the coefficients are determined from the elements Zij of Zm by 

(6.37) 

(6.38a) 

(6.38b) 

(6.38c) 

(6.38d) 
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Multiplying out the decomposition in equation (6.36) and expressing it in the 

form of equation 6.37, yields, after some algebra, the model coefficients O:i in 

terms of the decomposition parameters 

o:o =ta+ e8 

0:1 = ( 8 - eta)cos28 - ( t8 + ea )sin28 

0:2 = -a + et8 

0:3 = -(t8 + ea)cos28 - (8 - eta)sin28. 

In the above equations (6.39) 

a = a + b and 8 = a - b 

(6.39a) 

(6.39b) 

(6.39c) 

(6.39d) 

(6.40) 

are used for the sum of the principal impedances and their difference. The 

problem now posed is to find the set of parameters (a, 8, e, t, 8) and thus the O:i 

which best fits the data parameters, ai. 
The non-linear system of equations (6.39) can be solved analytically for 

the decomposition parameters if the O:i are obtained from a tensor of the form 

(6.36). The proof is not included here. There are however multiple solutions. 

First of all, there is a 8 +mr uncertainty in the solution for 8. This is reflected, 

physically, in the fact that if 8 is the regional strike then 8 + 7r is an equally 

good value for strike. We therefore restrict 8 such that 0 :S 8 < 7r. With this 

restriction there are still four solutions due to two multiplicities. The first has 

been discussed and is due to the two solutions for the channelling tensor. The 

remaining cause of the multiple solutions can be verified by simply noting that 

if (e, t, a, 8, 8) is a solution of (6.39), then so also is (-e, t, a, -8, 8+ f ). There is 

no physical significance to the two different solutions for the following reasons. 

For a regional 2-D structure an azimuth of 8 or 8 + f are both equivalent. In 

these two cases the sums (a) of the principal 2-D impedances are equal whereas 

the differences ( 8) of the principal impedances are the negative of each other. 

With some analyses it can be shown that: in a rotated coordinate frame (i.e. 

the azimuth is 8+ f ), a twist of (t) and a shear of (-e) result in the same effect 
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on any regional electric field, as would a twist ( t) and a shear ( e) in the original 

coordinate frame. The 90 degree ambiguity in () can therefore be resolved by 

adopting either the convention that lal > lbl, so that a is the major principal 

apparent resistivity, and () is the azimuth of the electric fields associated with 

it; or that the azimuth lies between 0 and 90 degrees. The latter has been 

adopted. Thus, in summary, by restricting 0 ::; () < ~ and <Pe, <Pt ::; ~ there is 

a unique analytic solution to (6.39). 

Although there exists an unique analytic solution to (6.39), within the re­

stricted space of solutions, the data parameters af1 may not have a channelling 

decomposition solution. This may be true even if the distortion model is a 

good estimate of the measured impedance tensor. Such possibilities were con­

sidered in Chapter 5 (5.61). Solution of these eight real equations for the seven 

decomposition parameters can be achieved by a least squares fitting procedure. 

In other words, ( e, t, O', 8, B) are found such that the functional 

F( e, t, O', 8, B) = L ~ ( O:'i - ai )2 + <s ( O:'i - ai )2 
(6.41) 

is a minimum. This requires good data since the conventional method, in fitting 

only five para..1Tieters, is more stable vlith respect to data errors. If data are not 

of sufficient quality to determine all the desired seven parameters, the solution 

is not to return to the conventional method and compute the wrong quantities 

accurately; it is to obtain better data, or restrict operations to regions where 

distortion is unimportant. 

To illustrate some points concerning the decomposition we will now apply 

the method to the analytic illustration of Chapter 5 at Site C. This will also 

provide an opportunity to verify and discuss various aspects of the computer 

software which has been developed to utilize this decomposition. Recall, that 

at Site C the distortion operator has the form 

C=g(~ ~)· 
Since g is absorbed into the regional impedance tensor Z2 we would expect 

to recover the correct impedance phases (Figure 6.5.1), the correct apparent 
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resistivities scaled in this case by equal factors, a zero twist angle (Figure 

6.5.2) and a frequency independent non-zero shear angle. Here the measured 

impedance tensor was produced for a system in which the measuring axes 

are parallel to the regional principal axes. Thus we expect a zero regional 

strike (Figure 6.5.1) due to the bounds placed on the strike as discussed above 

(0 :S (} < f ). 
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Figure 6.5.1: The channelling decomposition principal impedances and regional 
strike at Site C. 

From Figure 6.5.1 we see the program has recovered all the correct i_nformation. 

The value of the recovered shear ( ~ 43 degrees ) can be verified by solving 

for the shear angle with the solution presented earlier in this chapter. As well, 

the value of the "static shift" parameter g can also be determined and checked. 

The channelling or local strike parameter included on this figure (6.5.2) will be 

discussed below. 
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Figure 6.5.2: The distortion parameters; twist angle, shear angle and local or chan­
nelling strike. 

For these figures, the conventional solution for the decomposition of the 

impedance tensor was used as a starting estimate for the least squares inversion. 

Various other starting points were also used, including the analytic solution, 

to verify that the solution was independent of the initial guess. The numerical 

algorithm for obtaining the decomposition parameters has at its root a NAG 

functional minimization routine. The routine requires the analytic expression 

for the functional and its Jacobian but utilizes finite-difference estimates for 

the Hessian. The algorithm is extremely fast for a system of this size. The 

inversion at site C for the complete spectrum and the creation of output files 

for plotting requires significantly less than one minute cpu time on a micro VAX. 

Therefore, computer costs will not be a significant concern. The stability of the 

inversion in the presence of noise was also tested with this analytic model by 

adding random Gaussian noise to the analytically created impedance tensor. 

The error analysis for the parameters will be discussed below when the method 
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is used on actual experimental data. The analytic model also allowed testing 

of the software's ability to obtain the correct regional strike, if the impedance 

tensor is rotated to other measurement axes. The computer routines were also 

tested with the other two sites, A and B. All the above tests were successful, as 

expected since the impedance tensor data fitted the distortion physical model, 

but the tests allowed for effective software debugging. 

6.6 A Comparison of Interpretation Methods 

This section contains some comparisons of the method which has been pre­

sented here with more conventional interpretation techniques. To make these 

comparisons we will assume that the impedance data are due principally to 

galvanic distortion of the electric fields arising from a large-scale conductiv­

ity structure which is at most two-dimensional with negligible magnetic field 

distortion. That is, we assume 

(6.6) 

is a good representation or tne impedance tensor. This form for the impedance 

tensor is clearly correct if the three-dimensional inhomogeneities are sufficiently 

small. 

In magnetotellurics, one of the most commonly used indicators of three­

dimensionality is skew. Skew was defined by Swift (1967) as 

1r1=1-:: I· (6.42) 

If the only three-dimensional effects are galvanic then (6.39) 

r = tO' + eb. 
O' - etb 

(6.43) 

in terms of the decomposition parameters developed here. Thus, it is clear that 

even when the induction is two dimensional, the skew can be non-zero and a 

function of frequency, if distortions are present. There are two extreme cases 
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which are worth noting. If the impedance tensor Z2 recovered by the new 

decomposition is isotropic (i.e. the net effect of the distortion anisotropy and 

the inductive anisotropy is nil or a' = b'), then 5 is zero and 

r = t = tan <f>t. (6.44) 

As an example; Site C in the hemisphere illustration (Chapter 5) with a 

one-dimensional regional structure would have such a response, as there is no 

local anisotropy. However, at this site there is also no twist and therefore the 

skew would be zero. The phases and apparent resistivities would appear one­

dimensional. There would be no signs, whatsoever, of current distortion effects 

even though the apparent resistivities would both be "static shifted" from the 

true values. If the anisotropy of Z2 is extreme (i.e. !al ~ !bl) then 5 ~ O'. In 

these cases 
t+e r = -- =tan( <f>t + <l>e), 
1 - et 

(6.45) 

using the double angle formula for tangent. We are prompted to define a skew 

angle / as tan -l r (note that this is to be distinguished from skew angles 

defined by LaTorraca et al, 1985, and Eggers, 1982). Here, the skew angle 

is an approximate estimate of the magnitudes of the twist and she:::ir angles. 

Therefore data can be rejected, conventionally, on the basis of a large skew 

when induction is not three dimensional in nature. The new decomposition 

proposed above will permit the use of such data. 

The skew for Site C is presented in Figure 6.6.1. Note that for higher fre­

quencies, where the regional response is approximately one-dimensional (Figure 

5.5), the skew is very small. The twist is almost zero at this site as is expected 

from equation (6.43). At longer periods, the major impedance has the same 

phase as the minor and dominates in magnitude by approximately 5: 2. Thus, 

from equation (6.43) we would expect the skew to be a fraction ( ~ 3
7e) of the 

shear. 

The conventional method of recovering the principal impedances and the 

inductive strike is to minimize (Swift, 1967; Sims and Bostick, 1969) 

IZxxl 2 + IZyyl 2 
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Figure 6.6.1: The skew at Site C of the hemisphere illustration. 

as a function of coordinate rotation angle B'. This is equivalent to minimizing 

ia:3( B')l 2 (Spitz, 1985, Sims and Bostick, 1969) as a function of the chosen 

real coordinate rotation angle B'. In terms of this decomposition we wish to 

minimize the magnitude of 

a:3(B1
) = -(t8 + eO') cos 2(B - B') - (8 - eta-) sin2(B - B'). (6.46) 

If only local anisotropy is present then 

a:3(B') = -8sin2(B - B') 

and the correct regional strike is recovered. However, it is evident from equa­

tion (6.46) that minimizing ja:3j 2 with respect to B' will not yield for B' the true 

inductive strike B if shear or twist distortion is present. This can be demon­

strated by the same two limiting cases which we discussed above in terms of 

skew. In the case where Z2 is highly anisotropic which implies ( 8 ~ O') then 

0:3 can be made zero by choosing 

f) = B + -tan - -- = B + -1 / 1 l(f+e) 1 
2 1 - et 2 

( 6.4 7) 
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if e and t are not both zero. The recovered azimuth differs from the principal 

inductive strike by half the skew angle. The implication of this case is that 

the azimuth errors of the conventional method can be of the same order of 

magnitude as the skew angle. In the isotropic case ( 8 ::::::: 0), a 3 can be made 

zero by choosing 

() = () - -tan- - = () ± - + -<Pt / 1 1 (1) 7r 1 
2 t 4 2 

(6.48) 

if t is not zero. 

The effects of the galvanic distortions can again be illustrated by the an­

alytic distortion model at Site C. For this site, the twist is zero and the shear 

non-zero. Therefore, at high frequencies, the principal impedances of Z2 are 

essentially zero and thus a3 can be made zero by 

I 7r () = () ± - ::::::: ±</>e = ±1 
4 

as illustrated in Figure 5. 7. At longer periods where f is real 

Thus as can be seen in Figure 5. 7 

(6.49) 

(6.50) 

In Chapter 5 we discussed the effects of local distortion on the conven­

tional method of obtaining the principal impedances. The conclusion there 

was that the distortion caused the conventional method to produce estimates 

of the principal impedances which were in fact linear combinations of the true 

principal impedances. Let us now pursue this subject further with the use 

of some special cases. For the special case of high anisotropy, what principal 

impedances will be recovered? We would like to obtain real scalar multiples of 

a(w) and b(w), where b(w) ~ a(w). Some algebra shows that the impedances 

recovered by the conventional method, a' and b', are in fact 

'( ) ( ) [(1 - et)(l + cos1) + (e + t)sin1] aw::::::aw 
2 

(6.5la) 
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and 
b'(w) ~ a(w) [ (1 - et)(l - cos;) - (e + t)sin"'(] . (6.51b) 

The major principal impedance is recovered correctly, except for a scaling factor 

which will be frequency independent if the model is valid. However, the minor 

principal impedance is not recovered correctly at all. 'What we obtain is the 

major principal impedance multiplied by some other scaling factor. The temp­

tation (on seeing such a result for the two principal impedances) would be to 

conclude that one-dimensional induction (modified by distortions in some un­

specified way) was occurring, and thus to attempt to fit the impedance curves 

with a one-dimensional inductive model. Of course this would be incorrect. 

The regional azimuth as given by equation ( 6.4 7) would however be disturbing 

for the interpreter making this conclusion. 

Another special case is that of weak distortion ( e, t and s all much less 

than unity) in an approximately isotropic Earth on a regional scale. Thus, 

terms of second and third order in e, t and 8/a can be neglected in (6.39) with 

the resulting equations; 

a 1 ~ 8cos 28 - easin 28 

a3 ~ -eacos 28 - 8sin 28 

(6.52a) 

(6.52b) 

(6.52c) 

(6.52d) 

Remember that if the splitting term s is non-zero then 8 and a are modified 

from their true values. Note that if the shear e is zero, ja3(8')12 is minimized 

by ()' = B, and the conventional method will recover the correct inductive 

strike no matter what the twist is. The conventional method also recovers the 

correct principal impedances in this case (except for the usual static shifts due 

to the local anisotropy). Note that the skew I ao / a2 I = t depends only on 

the twist and not at all on the shear, whereas it is the shear which determines 

whether the conventional method is correct. This illustrates a case in which the 

conventional method gives the right answers even when the skew is non-zero. 
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However, the conventional method can be significantly incorrect in this case 

when the skew is zero ( t = 0) and the shear is non-zero. 

The effective one dimensional impedances (Berdichevsky and Dmitriev, 

1976; Ranganayaki, 1984); such as half the difference of the off-diagonal ele­

ments of Zm (the Berdichevsky impedance) and the square root of the determi­

nant of Zm, must be examined in the light of the channelling model. The use 

of these effective impedances does not correspond to a belief that the Earth is 

layered; they are convenient condensations of the information in the measured 

impedance tensor to forms which hopefully can be modelled. They are thought 

to be less affected by noise and stationary telluric distortions. In suitable cases, 

they also have the property of reflecting to some extent a horizontally averaged 

regional inductive structure. In the absence of distortions, the Berdichevsky 

impedance is preferable, since its errors of estimation are lower. Vihere dis-

tortions are present, however, the Berdichevsky impedance is no longer simply 

the arithmetic mean of the two principal impedances, but an unknown linear 

combination of them, and as such, cannot be modeled. For example, in the 

regional principal axes system the Berdichevsky impedance is given by 

where a and b are the regional principal impedances and C11 and C22 are the 

diagonal elements of the distortion tensor. The determinantal impedance, on 

the other hand, is in any rotated coordinate system 

ZDet = detJ C Jdetj Z2 I 

and as such is unaffected by galvanic distortion, except for multiplication by 

a frequency independent scalar. This would appear to contradict a result of 

Berdichevsky and Dmitriev (1976), though it does not. They showed that the 

trace impedance was less distorted than the determinantal impedance, when 

measured outside a vertical elliptically cylindrical inhomogeneity. However, the 

measurement location was on an axis of symmetry where the shear and twist 
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would be zero ( 5.9). The advantages of the determinantal impedance lie in its 

avoidance of effects due to shear and twist. 

As mentioned previously, there have been previous studies (Berdichevsky 

and Dmitriev, 1976, Bahr, 1985, Zhang et al, 1987) of the extraction of in­

formation from the impedance tensor in the presence of galvanic distortion. 

We have already discussed the early work by Dmitriev and Berdichevsky and 

its limitations (Chapter 5). Zhang et al (1987) have applied the same physi­

cal ideas as Bahr (1985) to the special case where the distortion structure is 

two-dimensional in nature. What is meant by a two-dimensional distortion 

structure? This is a structure infinite in one dimension which is superimposed 

on a regional inductive structure and is sufficiently small in the remaining two­

dimensions to cause only a galvanic or charge effect on the region response. In 

such a situation the channelling tensor is symmetric and as such has only three 

independent parameters and the distortion can then be corrected. This is not a 

useful consideration in terms of the major problem of near-surface small-scale 

inhomogeneities. However, they examine in detail the case where the distortion 

is very strong. For comparison, we examine the strong distortion case (not nec­

essarily two-dimensional) with the decomposition proposed here. Consider the 

net effect of the tensor T S on the regional electric fields produced by Z2 h. If 

the distortion is strong (lei approaching unity), S highly polarizes the electric 

field along an azimuth of 7r / 4 with respect to the principal inductive coordinate 

system (or -7r / 4 if the shear is negative). The twist tensor T then rotates 

this axis of polarization by the twist angle. In the measurement coordinates, 

the final azimuth of the strong local electric field polarization direction is then 

7r 
B1 =a+ <Pt±-. 

4 
(6.53) 

As a decomposition parameter in place of the twist, (as it contains all the 

information about the twist) it describes more directly the distortion structure. 

The above result (6.52) can be derived rigorously by using the result of Zhang 

et al (1987) for the form of a two dimensional distortion tensor. 

It is instructive to compare the channelling strike (6.53) parameter to the 
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regional strike B' in light of the inferences from the hemisphere illustration. 

In these examples, some simple algebra indicated that the conventional strike 

closely followed the local telluric direction. In physical terms, it seems plausible 

that a decomposition which attempts to find the best two-dimensional form for 

an impedance which is the ratio of horizontal electric to magnetic fields would 

choose the local electric direction. As examples, we can compare the local strike 

81 to the conventional azimuth for the limiting illustrations of this chapter. For 

the highly anisotropic case with strong shear (e ~ 1) equation (6.47) gives 

/ 1 (11" ) e = e + 2 4 + <Pt . 

Therefore, the local strike and the conventional azimuth differ by ( ~ ). 

In the approximate isotropic case, equation (6.48) shows that the local and 

conventional strike differ by only a half the twist angle. For Site C of the 

hemisphere example, the two strikes are almost identical at high frequencies 

(except for the 90 degree ambiguity). For low frequencies, the local strike 

parameter is 45 degrees, whereas the conventional azimuth ( 6.50 or Figure 

5.7) is approximately -53 degrees and (except for the 90 degree ambiguity) is 

essentially equivalent. The channelling or local strike parameter and the actual 

local electric field azimuth can be calculated for Sites A and B and compared 

with similar results. It appears that for strong channelling the local electric 

field direction, the local strike parameter and the conventional azimuth are not 

independent. 

6. 7 Indicators of Three Dimensional Induction, Parameter Error 

Estimation and Methodology 

The assumption of three-dimensional distortion acting on two dimensional 

induction will not be true in all cases. It is therefore, important to be able to 

see when the model of galvanic distortion of two-dimensional induction is not 

an adequate model. Skew, the conventional estimate of three-dimensionality, 

is not a suitable indicator for this purpose as discussed in the previous section. 
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There are two ways in which deviations from the ideal distortion model can be 

detected. These methods, discussed below, must be used in conjunction with 

each other within the framework of an interpretation methodology. 

For a single frequency, the distortion model leads to a decomposition with 

only seven real parameters and therefore cannot exactly fit all possible imped­

ance tensors. In general, the impedance tensor needs eight real parameters to 

describe it. The remaining parameter can be expressed as the root mean square 

relative error of fit E of the channeling decomposition which is given by 

.E E jzij - Zij j
2 

1=1 J=l 
€2 = --------

2 2 2 
LL IZijl 

(6.54) 

i=l j=l 

where Zij and Zij are the measured and modeled impedance tensor elements 

respectively. That is, Z is the estimated impedance tensor from this decom­

position model. The root mean error of fit for the conventional model can also 

be determined (5.3). The error parameter E should be small compared with 

calculated at every frequency, and thus can be used to define frequency ranges 

in which the ideal distortion model is significantly in error. Only one degree 

of freedom is associated with this sum of residual errors. E is therefore also a 

direct estimate of the data error in each measured impedance tensor element, 

if all deviations from the ideal distortion model are attributed to data errors. 

Note that non-zero estimated values for E may not be significant if data errors 

are taken into account. 

The second method for detecting deviations from the ideal distortion model 

is to examine the frequency dependence of the distortion parameters. If the 

ideal distortion model is a realistic model in a range of frequencies, these pa­

rameters will be approximately independent of frequency in that range. In 

practise, a structure which acts as part of the regional inductive structure at 

high frequencies, may act as a frequency independent distortion structure at 
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much lower frequencies. It is necessary to determine the reliability of the hy­

pothesis of frequency independent distortion. Even if the model is correct, we 

would expect the distortion parameters to vary with frequency due to errors 

in the data. If the distortion parameters are truly frequency independent it 

should be possible to decompose the entire data set with fewer degrees of free­

dom without dramatically increasing the error of fit. This reduction in degrees 

of freedom is due to constraining the distortion parameters to be frequency in­

dependent. The method used here for studying these factors was to determine 

a minimum in an error surface for the entire data set 

(6.55) 

when the distortion parameters were constrained to be frequency independent. 

The sum is over all N frequencies in the data set. The minimum summed 

error for constrained decomposition (frequency independent distortion param­

eters) is then compared with the error for the unconstrained decomposition. If 

the constrained minimum is not significantly different from the unconstrained 

rniniw.um with respect to data errors, this is taken as support of the model 

hypothesis. In opposite terms, if the data set cannot be decomposed with 

frequency independent distortion parameters such that there is no significant 

increase in the summed rms error, then the hypothesis of the galvanic distor­

tion model must be rejected. It is important to note that if the distortion 

parameters are constrained to be independent of frequency throughout the en­

tire frequency range then the total number of parameters used is increased 

by only two over the conventional method. That is, the channelling decom­

position requires 5N + 2 parameters for N frequencies while the conventional 

method requires 5N. The details of this methodology are discussed further in 

an example with real data presented below. 

If the unconstrained decomposition does not give relatively frequency in­

dependent distortion parameters, then the process described would not be of 

value. However, in this case, we suggest the decomposition remains of sig-
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nificant use. Analyses and comparison of the traditional two-dimensional de­

composition and the distortion decomposition presented here can indicate the 

physical regime present, i.e. two-dimensional induction, two-dimensional in­

duction with current distortion or full three-dimensional induction. 

It is also necessary to obtain error bars on the decomposition parame­

ters to determine the reliability of the parameter values. In the data set used 

below, actual realizations of the impedance tensors were available as well as 

the estimate of the mean impedance tensor. Error ranges for the parame­

ters were obtained by using the scatter in the parameter over the ensemble of 

impedance estimates for each period. These ensembles were used to obtain an 

estimate of the true mean impedance tensor which in turn was used to obtain 

the decomposition parameters. The error bars show the range of values left 

after discarding the outlying third of the ensemble and thus correspond to ±1 

standard deviations. 

This decomposition method has been applied to other data (not presented 

here) where individual impedance estimates were not available. However, in 

these cases estimates of the standard deviation of the impedance elements were 

available. From the given estimates of the statistics of the impedance tensor, 

any number of realizations of the impedance tensor could be calculated. The 

resulting ensemble of estimates were then used in the same manner as discussed 

above to obtain parameter ranges. 

6.8 An Example with Experimental Data 

The data are long period data obtained in 1985 at a site near Racine Lake 

(Figure 6.8.1) on the Canadian Shield in northern Ontario, about 30 km north 

of the town of Chapleau. The data set is expected to have relatively large errors 

and was chosen for this reason, to test the robustness of the method. The upper 

crustal rocks are granitic and have resistivities of the order of 104 ohm-meters. 

The topographic relief of a few tens of meters is extensively but erratically 

covered with glacial debris ranging from clays (resistivity of the order of 10 
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ohm-meters) to gravels and sands (resistivity of the order of 103 ohm-meters). 

The likelihood of strong distortion is high with a length scale of the order of a 

kilometre. A more complete discussion of the geology is available in Cavaliere 

(1987). 
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Whether the conductivity structure is one-dimensional on a large-scale is 

of some importance (Cavaliere, 1987). The discussion to follow is not primarily 

169 
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intended to be a re-interpretation based on the new factorization. It is in­

tended to demonstrate various aspects of the decomposition, the methodology 

of its application and comparisons made in previous sections to the conven­

tional method. The bandwidth of the data set was larger than presented here. 

However, the higher frequency data is not as easily interpreted by this decompo­

sition method. A possible cause, is the fact that the noise in the high frequency 

data here is significantly greater than for low frequencies. This demonstrates 

a practical aspect of the decomposition which was mentioned previously. The 

model cannot be expected to fit universally over the full bandwidth of the data 

which will often span 7 full decades in period. The electromagnetic skin-depth 

will vary many orders of magnitude through the full spectrum and the physical 

cause of the secondary electric and magnetic fields will therefore necessarily 

change throughout the spectrum. 

The distortion decomposition was first obtained without any constraints 

on the distortion parameters. The resulting induction parameters from the 

conventional method and the new decomposition are compared in Figure 6.8.2 

along with the rms error of fit (6.54). Figure 6.8.3 contains the distortion 

parameters , twist and shear, obtained by the new decomposition. 

There are three specific pieces of evidence in these results which suggest 

the channelling decomposition is appropriate. On examination of Figure 6.8.3, 

it is observed that the distortion parameter shear is essentially frequency in­

dependent without it having been constrained. Secondly, the error of fit, e, 

of the new decomposition is 0.05 or smaller at all frequencies and typically 

about 0.02. Whereas, the conventional errors ranged as high as 0.4 with the 

conventional skew ranging (Figure 6.6.5) to 0.4. The error of fit for the new 

decomposition is improved by an order of magnitude over the conventional 

method. Thirdly, the local strike (shown in the small figure which contains 

the new decomposition azimuth) is very close to the conventional regional az­

imuth. That such results occur in the galvanic distortion regime was discussed 

in a previous section. However, in opposition to an hypothesis of galvanic dis-
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Figure 6.8.2: Comparison of parameters by different methods. The left column 
contains graphs of the parameters, inductive strike, apparent resistivities, impedance 
phases and error of fit by the conventional technique. The right column contains the 
same information for the new technique with the distortion parameters unconstrained. 
The right column also includes the new channelling parameter, local strike. 
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tortion, there is the presence in these results of a frequency dependent twist. 

However, it should be noted that, if the regional azimuth varies slowly with 

frequency, the local electric current direction may not do the same when there 

are significant distortion bodies present. Thus, if the local strike is to remain 

essentially independent of frequency, the twist must vary in an opposite sense 

from the variation in regional azimuth. This is because, as a rotation operator, 

the twist angle is given in reference to the regional principal axes system. It 

can be noted from figures 6.8.2 and 6.8.3 that the twist does indeed vary in 

somewhat the opposite sense from the regional azimuth. 
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Figure 6.8.3: The distortion parameters (twist and shear ) in degrees for the inter­
pretation given by Figure 6.8.2. 
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The conventional apparent resistivities are very flat over this period range 

and appear to be "static shifts" of each other. This result combined with the 

similarity in the major and minor impedance phases would suggest convention­

ally, a one-dimensional regional conductivity structure with unknown "static 

shift". Three problems arise with this interpretation. First, there appears to 

be a consistent regional azimuth ranging from about -55 to -45 degrees. There 

should be no stable azimuth in a one-dimensional regime. Secondly, the error 

of fit for the two-dimensional model of the impedance tensor is extremely high. 

The noise in this data is not expected to exceed ten percent. Thirdly, the skew 

(Figure 6.8.3) is significantly non-zero except at shorter periods. 

The apparent resistivities are much more isotropic with the new decom­

position (Fig. 6.8.2) than with the conventional method, although they still 

may contain an unknown splitting. By the conventional method the major 

apparent resistivity has the same shape as the minor. However, the minor ap­

parent resistivity for this new method has a different form, especially in the 

high frequencies, than either apparent resistivities by the conventional method. 

Also, the two impedance phases are significantly different from each other for 

the new decomposition. In general, the new results are different from those of 

the conventional method. 

The presence of large shear in the channelling decomposition suggests that 

galvanic distortion has a significant effect and the anisotropy of 30:1 in the 

conventional method could be the result of this distortion. It is not clear 

whether the conventional minor resistivity was significantly contaminated by 

the major resistivity; however this is suggested by the fact that the new method 

recovers the same shape for the major resistivity but a different shape for the 

minor resistivity. 

The new inductive strike azimuth differs considerably from the old, and 

varies much more with frequency. The local electric fields seem to have a 

direction of polarization, namely the apparent local strike or azimuth (which 

is relatively independent of frequency) as shown on Figure 6.8.2. It now seems 
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clear that the inductive strike recovered by the conventional method is wrong 

as a result of domination by distortion effects; note the near coincidence of the 

conventional strike and the local strike on Figure 6.8.2. 

6.8.1 Constrained Decompositions 

The model for the decomposition dictates that the local distortion parame­

ters be independent of frequency. As required by the physical model underlying 

the decomposition, the distortion parameters shear and local strike ( e, fh) are 

relatively independent of frequency as seen from Figures 6.8.2 and 6.8.3. This 

decomposition gave a data set error (6.55) as discussed previously of 0.0009 (the 

average over frequencies of the square of the rms error). The next stage in the 

methodology is to investigate whether the distortion parameters are actually 

independent of frequency and whether the observed variations in the distortion 

parameters in Figures 6.8.2 and 6.8.3 are due slight inadequacies in the model. 

The shear in Figure 6.8.3 is almost frequency independent as is the local strike 

in Figure 6.8.2. If we assume a priori that the shear and distortion strike are 

independent of period and constrain them to be so in a least squares fit, the 

average error of the fit of the decomposition increases to 0.0014. This is a min­

imum when shear and distortion azimuth are constrained to be independent of 

period. The increase is not significant with respect to errors in the data and 

thus supports the model hypothesis. 

Figure 6.8.4 contains a contour of the error surface (error as a function 

of e and fh) for the entire data set, when the local strike and the shear are 

constrained to be frequency independent. The contour figure shows a clear 

valley in the surface in parameter space centered on a shear of -36 degrees and 

a local strike of -56.5 degrees. 

Figure 6.8.5 is a comparison of induction parameters between the uncon­

strained decomposition (left column) and the constrained decomposition (right 

column). Figure 6.8.6 gives the shear and twist for the constrained solution 

with the classical skew-angle for comparison. The first item to note from Fig-
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Figure 6.8.4: Contour plot of error surface height for constrained shear and local 
strike. The bounds on local strike are -58 to -54 degrees and those on shear -38 to 
-34.5 degrees. The actual errors have been multiplied by 105 for this presentation. 

ure 6.8.5 is that a constrained interpretation does not produce a significantly 

larger error of fit. The increase in the error of fit is not significant within the 

data error levels. With the unconstrained decomposition, the data was solved 

for 7 parameters at each of the 13 periods in the data set meaning a total of 91 

parameters were used for the entire data set. The conventional method requires 



CHAPTER 6 : A Useful Decomposition in the Presence of Channelling 176 

0 
V1 
fJ.J 
fJ.J 
c:: -30 
~ 
fJ.J 
0 

-60 

1 o~ oi 

AZIMUTHS 

APPARENT RESISTIVITIES 

102 

IMPEDANCE PHASES 

.. 
102 

SECONDS 

Cl 

1o:s 

VI 
fJ.J 

0 

~ -30 
~ 
fJ.J 
0 

-60 

AZIMUTHS 

0 cctcccc 
iii Iii c c c c REGIONAL 

••••••••••••• LOCAL 

APPARENT RESISTIVITIES 

10;0~,~..__ ............... ~1~02...,,---'-........................ 103 

Ill 60 
LIJ 
LIJ 
a: 
C> 

~ 30 

1o-:01 

IMPEDANCE PHASES 

102 
SECONDS 

c 
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only 65 parameters and thus necessarily we would expect a smaller error of fit 

for the channelling decomposition which uses 91 parameters. However, for the 

constrained decomposition here 5 parameters were used per period plus 2 pa­

rameters for the frequency independent shear and local azimuth. This results 

in a total of only 67 parameters being used for the entire data set. As seen in 

Figure 6.8.5, there is still almost an order of magnitude smaller error for the 

channelling decomposition with only two more total parameters than used for 

the conventional parametrization. 

The resulting regional azimuth for the constrained decomposition is sig­

nificantly modified (Fig. 6.8.5) and is now much less variable through the 

spectrum. The major apparent resistivity and impedance phase are virtually 

unaltered from the unconstrained case and the minor impedance is only slightly 

altered from the unconstrained case. The twist still varies in an opposite sense 

to the regional strike. Note that for a constrained local strike, twist is no longer 

an independent parameter but depends entirely on local strike and regional az­

imuth. 

Of what significance are these latter results? First, a frequency indepen­

dent distortion inversion is possible for the data set thus providing some con­

firmation for the application of the distortion decomposition. Careful study of 

the results of Figures 6.8.5 and 6.8.6 reveals further information. Examination 

of the resulting regional azimuth with the conventional regional azimuth shows 

that the two are different by approximately -f + t<l'>t· This is the expected 

result for an approximately net isotropic earth. By a net isotropic earth, it 

is meant that the combined regional and local anisotropy produce an approxi­

mate isotropy. This is evident in Figure 6.8.5 where the apparent resistivities 

are almost equivalent. It is not yet clear whether there is local anisotropy or 

whether the regional structure is approximately isotropic. 

At lower periods, Figure 6.8.6 reveals that the twist is almost zero. Can a 

zero twist and approximate net isotropy produce the splitting observed in the 

convention method (Figure 6.8.2)? A study of the relevant equations shows 
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Figure 6.8.6: Distortion parameters ( twist and shear ) for the decomposition of 
Figure 6.8.5 (right column). The conventional three-dimensional indicator, skew, is 
included for comparison. 

that the answer is no, but a small twist and a non-zero shear can produce such 

a splitting. However, Figure 6.8.6 reveals that the constrained decomposition 

produced a twist which is dependent upon frequency. Recall that the last 

constrained decomposition fixed the local strike but if there is no true regional 

azimuth (one-dimensional), then the regional azimuth and twist can vary in 

opposite senses such that the sum is constant. 

What would the result be if the regional azimuth were constrained to be 

zero which implies no true regional azimuth and at the same time the shear 

and twist were also constrained to be independent of frequency? If the large-
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Figure 6.8. 7: The decomposition parameters when shear, twist and regional azimuth 
are constrained. 

scale structure is truly one-dimensional this set of constraints should produce 

an equally valid interpretation. This set of constraints is investigated in Figure 

6.8.7. There is very little increase in the error of fit from the unconstrained 

decomposition. The number of free parameters used for the entire data set is 
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now less than the number used for the conventional decomposition. However, 

the error of fit, as seen by comparing Figure 6.8. 7 to 6.8.2, is still almost an 

order of magnitude smaller. 

Twist, shear and local azimuth are now essentially frequency independent 

as is the regional azimuth. There are only slight variations in the impedances 

from the previous constrained decomposition (Fig. 6.8.5). The large-scale 

structure can be interpreted as one-dimensional at these periods. Since there is 

no regional strike, restricting the twist and shear to have magnitude less than 

one, forces the method to determine values for these parameters with respect 

to the measurement axes. 

There is a significant problem with the interpretation in Figure 6.8. 7. If the 

regional structure is truly one-dimensional, the impedance phases should not be 

so different. However, other physical factors may be present and causing these 

phase differences. In the previous chapter, I analysed not only the galvanic 

distortion of the electric field but also the effects on the impedance tensor of 

noise, weak induction, and the anomalous magnetic field produced by galvanic 

distortions of the electric field. 

The effect of noise in the data set can be studied by adding random noise 

to an analytic model such as used in Chapter 5. There is a variation in the 

magnitude of the apparent resistivities but not a significant variation as the 

log of the apparent resistivities are plotted. There can however be a significant 

effects on the impedance phases due to noise. Weak induction, if present, will 

mainly cause variations in the impedance phases, as well (Chapter 5). The third 

factor to be considered is the effect on the magnetic field of the galvanically 

distorted currents. This effect produces a magnetic field out of phase with the 

primary magnetic field. 

As shown in Chapter 5, the anomalous magnetic field due to electrostatic 

distortions of the electric field can be represented as a distortion operator upon 
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the primary electric field. To first order, this can be expressed as 

- .... ( 0 Ha= DEo = 
-/3 

(\:') .... 
Eo 

0 
(6.56) 

where Ha is the anomalous magnetic field caused by galvanic distortion of 

the primary electric field, E0 . If galvanic distortions are the only effect, the 

measured impedance tensor can be factored as 

Z = C(I - D Zo) Zo. (6.57) 

This effect, as discussed in Chapter 5, can cause a shift in the estimated 

impedance phases from the true regional impedances phases. If the distort­

ing body is elongated , a and /3 are not equal and there would be unequal 

shifts in the two impedance phases. As a result, a splitting of phases would 

occur even in a one-dimensional regional structure. 
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Figure 6.8.8: Impedance phase corrections for the effect on the anomalous field of 
the static electric distortions. 
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Figure 6.8.8 is an example of the regional impedance phases of Figure 

6.8. 7 corrected for the magnetic effects of an hypothesized elongated distorting 

body. The purpose of this example is not to model the actual body causing 

the electrostatic distortion but merely to suggest that such electrostatic effects 

on the magnetic field can account for a significant portion of the phase dif­

ferences seen in Figure 6.8.7. The phase corrections are based on a model of 

a highly conducting distorting body of length L = 2 km and width R = 120 

meters. The host conductivity (ah) was taken to be 104!2m and the apparent 

one-dimensional resistivity at these periods was assumed to be 400f2m. The 

magnitude of the anomalous magnetic field, ha, was approximated from current 

channelling considerations (Cheesman, 1985) and the Biot-Savart Law as 

(6.58) 

where er is the regional electric field. (6.58) is then used to determine the 

magnetic distortion operator, D. The effects on the impedance phases are 

then removed via (6.57). 

Figure 6.8.8 indicates that much of the apparent two-dimensionality in 

the impedance phases of Figure 6.8. 7 can be accounted for by electrostatic 

effects on the magnetic field due to the surface distorting bodies. However, the 

lack of one-dimensionality in the impedance phases (Fig. 6.8.7) may actually 

be a combination of all three causes discussed above (i.e. noise, secondary 

induction, electrostatic magnetic field effects). This suggests an extension of 

the method proposed herein to obtain the two magnetic distortion parameters 

a and f3. These parameters could not be recovered at each frequency as there 

would then be more parameters than data. This is not a limitation, however, 

as the parameters e, t, a and f3 should be frequency independent and therefore 

it should be possible to recover 5N +4 parameters over a data set of N periods. 
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6.9 Interpretation and Modelling 

The above discussion is primarily concerned with the problem of obtain­

ing the decomposition parameters from experimental data. But, what if it is 

desired to compute them for a theoretical model? Calculating the impedance 

tensor under the ideal distortion assumption is much simpler than perform­

ing full three-dimensional induction calculations, and is described partially by 

Berdichevsky and Dmitriev (1976). A regional two-dimensional structure is 

postulated, and the azimuth and principal impedances calculated using one 

of the currently available two-dimensional induction programs. The distortion 

tensor C of the inductively weak distortion structure near a given location can 

then be modeled by assuming the application of the regional telluric currents 

to it, This is essentially equivalent to the problem of modeling DC resistivity 

measurements, with somewhat different boundary conditions imposed by the 

regional telluric currents than are imposed by currents injected into the Earth 

by electrodes. It is worth noting that the distortion tensor of a structure can 

be computed without any knowledge of the regional inductive response as has 

been done in Chapter 5. The final computation of twist and shear, however, 

does require knowledge of the regional inductive strike direction, as twist and 

shear are not intrinsic parameters of the structure but rather descriptions of 

what the structure does to electric currents arriving from a particular direc­

tion. Flores and Edwards (1985) and Flores (1986) have described a program 

for modeling channeled magnetotelluric responses in this way, modeling the 

distortion structure as a collection of thin conductive plates, although the re­

sults are not presented in terms of the distortion parameters derived in this 

paper, but rather as complete impedance tensors. This is an example where it 

would be very useful for workers in numerical methods to describe their results 

in terms of the decomposition parameters described here. Interpreters of ex­

perimental data could therefore use the numerical results to gain insights into 

their own experimental results. 

If sufficiently detailed spatial magnetotelluric coverage of local distortion 
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structure is available, it should be possible to infer something about its struc­

ture by mapping the shear and twist angles at only a single (low) frequency. 

The regional inductive impedances are irrelevant to this interpretation. 

6.10 Summary 

This chapter presents an explicit decomposition of the impedance ten­

sor, the parameters of which separately represent the determinate distortion 

effects, the indeterminate distortion effects, and two-dimensional inductive ef­

fects. Because the class of magnetotelluric responses described by the distortion 

model is much larger than that described by ideal two-dimensional induction, 

the recovered principal impedances and inductive strikes should be physically 

meaningful in a much larger proportion of experimental cases. Even in cases 

where the physical system does not conform exactly to the simple distortion 

model, this decomposition can still offer a useful way to present and compare 

both real and synthetic magnetotelluric data for three dimensional structures. 



CHAPTER 7 

CONCLUSIONS 

The primary contribution of this thesis has been in providing a greater 

understanding of the effects of small-scale, near-surface inhomogeneities and 

how to account for these effects. In chapter 5 an analytic model was used 

to study the effects of small-scale 3D inhomogeneities on regional electro­

magnetic fields. It was shown that a small scatterer causes the horizontal 

components of the measured electric field to be position-dependent mixtures 

of the regional electric field components. This result is in opposition to the 

frequency-independent scaling of the components ("static shift") which is of­

ten considered to be the effect of such inhomogeneities. The analytic model in 

conjunction with a two-dimensional computer modelling program showed that 

the conventional decomposition technique produces incorrect regional strikes 

and impedance parameters which are position-dependent mixtures of the true 

regional impedances. The analytic model was also used to describe the electro­

static distortion of the magnetic field and then how such scatterers can distort 

the measured impedance phases purely through frequency independent scat­

tering. In the one-dimensional case, it is shown how the presence of a small 

surface scatterer can produce a well defined but erroneous regional strike with 

the conventional 2D decomposition method. 

When small 3D inhomogeneities cause only frequency-independent scat­

tering effects, a factorization of the impedance tensor is developed which de­

scribes the influence of the different physical effects on the measured impedance 

data. Specifically, in the case of a 2-D regional structure it allows the sepa­

ration of local scattering effects from the regional effects. A decomposition 

method is described, the physical basis of which is an extension of the ideas 

used by Bahr (1985). This decomposition method allows a) for a standard 

interpretable data presentation b) easy formulation of fitting methods c) the 
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investigation of uniqueness d) it incorporates a large set of physical models e) 

provides the concept for extension to additional physical models. The concept 

for this parametrization is entirely different from the concept of obtaining eight 

parameters from the impedance tensor at each frequency. The latter type of pa­

rameterization will always mix local and regional effects when both are present. 

The concept behind the decomposition developed in this thesis enables incorpo­

ration of data at multiple frequencies and detection of frequency-independent 

parameters to obtain a parameterization which separates local 3-D effects from 

regional 2-D effects. 

In chapter 6, the most significant effect of small-scale, near-surface inhomo­

geneities was addressed; that of galvanic or frequency-independent distortion 

of the horizontal electric fields. Here, it is assumed that the impedance tensor 

is due to the response of a regional structure which is at most two-dimensional 

but coupled with small-scale, three-dimensional, static distortion of the elec­

tric fields. This method recovers the correct regional strike and "static-shifts" 

of the true two-dimensional impedances. That is, the recovered impedances 

are the true impedances but multiplied by frequency-independent, real con­

stants. Some information on the three-dimensional structure is obtained via 

two distortion parameters termed twist and shear which describe the local gal­

vanic electric field distortion. Software was developed to determine the decom­

position parameters (strike, impedances and distortion parameters) from the 

impedance data. Error bounds on the parameters can also produced. Software 

was developed to study model parameters and model fits when the distortion 

parameters (twist and shear) are constrained to be independent of frequency. 

It was demonstrated mathematically and by modelling studies that the method 

could, in fact, recover all possible information on the regional structure as well 

as useful information on the distorting bodies. The method was then applied 

to actual experimental data. Due to the low frequency of the data and the 

general high resistivity of the upper crust in the area where the data was gath­

ered, it is expected that the data is due primarily to one-dimensional induction 

coupled with static effects due to the near surface complexity. The entire area 
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contains small surface structures of relatively high conductivity and thus static 

distortions of the electric fields were expected. Application of the decomposi­

tion obtained a model of the structure which is consistent both with the data 

and a 1-D structure at depth modified by small-scale surface inhomogeneities. 

These results cannot be obtained by any method yet developed. 

The decomposition method, as well as providing a useful parametrization 

when the Earth can be modelled by 1-D or 2-D large-scale structure coupled 

with 3D small-scale local structure, provides the beginnings of a useful method 

which can incorporate an even more comprehensive model. This model being 

that for the factorization of Chapter 5 (a 2D regional structure with 3D galvanic 

and weak induction effects). It is believed that any useful parametrization of 

impedance data must be approached in, at least, a similar manner as is begun 

here. For the concept introduced and partly developed in this thesis provides 

a means of determining those parameters which are frequency-independent. 

The determination of these parameters over multiple frequencies reduces the 

number of model parameters to be less than the number of data. Thus allowing 

for the determination of useful and unique parameters for interpretation. 

Chapter 3 provided the H-polarization solution to two conducting, semi­

infinite slabs underlain by a half-space of arbitrary conductivity for any fre­

quency of excitation. Previous solutions to this problem had been restricted to 

unphysical basement conductivities (zero or infinity) and very low frequency 

approximations. The solution is exactly correct at the Earth's surface where 

MT measurements are made and approximately correct elsewhere. The source 

of the error is shown and estimates for the error are given. Comparisons to 

numerical solutions are given to corroborate the solution and to show the lim­

itations of one commonly used numerical method. 

One of the major areas of investigation in the magnetotelluric community 

is the theoretical study of the inversion of MT data for one-dimensional struc­

tures. In light of the amount of effort spent on this research it was felt it was 

important to understand completely the effects of one-dimensional structures. 
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It is commonly accepted in magnetotellurics, that if the conductivity is only a 

function of depth, it is the spatially averaged conductivity which is sampled. 

Chapter 2 investigated more precisely to what extent this is true. The inves­

tigation determines the effects on the surface impedance of a conducting layer 

whose spatially averaged conductivity is uniform but which has variations from 

this average conductivity which are only functions of depth. These variations 

are, however, over distances much smaller than a skin-depth. It was found that 

there can be some significant differences in the measured impedances from 

those produced by structures which are entirely uniform but which have the 

same spatial average conductivity. These results are most significant in the 

impedance phase where the variations between the uniform and fine-bedding 

model are as much as ten degrees. The effects were most pronounced at higher 

average conductivities, with large contrasts in the conductivities of the beds 

and when the variations correlate over larger distances. 

Chapter 4 was a study in the effects of a complex medium consisting of 

multiple inhomogeneities. The model is that of an infinite sequence of resis­

tive or conducting two-dimensional dikes of equal depth embedded in a host. 

It is presently thought that correct sampling of the surface electric field can 

solve the problem of near-surface structure. This model provided a means of 

investigating these suppositions. The results of this chapter conclude that even 

in such an extreme case of complex inhomogeneities, magnetotellurics can cor­

rectly determine a correct bulk resistivity and a correct thicknesses for such an 

inhomogeneous layer when the electric field is sampled correctly. However, the 

results also show that long electrode spacings for determination of the electric 

fields will not always solve the problems of near-surface structure even in two­

dimensional cases. Incorrect sampling with long electrodes spacing can produce 

just as erroneous results as short spacing. The studies also show that the pres­

ence of resistive dikes in a more conducting host can produce false conducting 

layers if the impedance curves are interpreted only one-dimensionally. 
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APPENDIX 1 

A PROPAGATOR MATRIX METHOD 

FOR ONE-DIMENSIONAL FORWARD MODELLING 

Al.1 The Propagator Matrix 

We assume the conductivity is given by 

{ 
0, 

O' = f(z), 
z<O 

z>O 
(Al.1) 

and the source field is uniform and propagating vertically. The magnetic per­

meability, µ 0 , is assumed to be that of free space. 

In a layer of thickness a and uniform conductivity O' a, the electromagnetic 

fields can be expressed as 

E =Ex= Ae-a"z + Bea"zx 
.... -1 oE 
H=Hy=-.--y 

iµow oz 

(Al.2a) 

( Al.2b) 

where aa = Jiµ 0 wO'a. A linear relationship exists between the electromagnetic 

fields at the bottom of the layer ( !: ) and fields at the top of the layer ( !: ) . 
(Al.3) 

This relationship (Al.3) can be derived by utilizing (Al.2) with the boundary 

conditions that tangential electric and magnetic fields are continuous across 

conductivity contrasts. The propagator matrix T is given by 

iwµo sinh a a) 
°'" a 

coshaaa . 
(A.1.4) 
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This formulation enables one to stably and quickly step through multiple 

layers even if the individual layers are very thin. For example, consider two 

layers of conductivities era, crb and thicknesses a, b. The fields at the top of the 

tvvo layers (doublet) are given by 

(Al.5) 

(Al.5) is used in Chapter 2 for a model of fine bedding which consists of 

a stack of doublets, one upon the other. 

Al.2 Eigenvector , Eigenvalue Expansion 

The eigenvalues of the doublet propagator matrix T(abaa;b,a) (Al.5) 

can be shown to be 

A.1,2 = /3 ± J/32 -1 (Al.6) 

where 

(Al.7) 

The eigenvectors of T are therefore given by 

( 
1 ) '1/J2 = 'T' • . qJ 

(Al.8) 

where Tij is the ij element of T. 

The linear transformation 

T: V-+ .1\.1 (Al.9) 

which is represented by the matrix T can be shown to have a zero dimensional 

kernel. That is 

Ker( T) = { x : T x = 0} = ( ~ ) . (Al.10) 

It is easy to show that the determinant of T is 

II TJI = 1. (Al.11) 
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and thus the rank of T is 2 and the dimension of the kernel must be zero. 

Thus the domain space is the range space or 

M=V 

and thus the eigenvectors { 1/;1 , ¢ 2 } are a basis for V over the complex numbers. 

Expanding the fields at the bottom of the doublet in the eigenvector basis 

(Al.12) 

allows one to determine the fields at the top simply as 

(Al.13) 

This method allows one to determine the solution for many doublets, for 

arbitrarily fine structure, quickly and accurately. Since, for n such doublets, 

the fields at the top of the stack of doublets are given by 

(Al.14) 

This method can be readily adapted to other characterizations of fine 

layering other than the repeating doublet model discussed above. 
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THE MAGNETIC FIELD OF A CONDUCTING HEMISPHERE 

In section 5.2.1, the problem of determining the effects of a uniformly 

conducting hemisphere (Figure 5. )which is embedded in a homogeneous half­

space and excited by a uniform static electric field was introduced. As discussed 

in that section, the total electric field in the conducting half-space ( z ~ 0) for 

a primary field, E0 X., is 

(A2.1) 

within the hemisphere (r ~ R). Outside the hemisphere (r ~ R) 

... ( (2x2 
- y

2
) P3xy P3xz) 

Ee(x,y,z) = Eo + P 5 , --5 -, - 5- · 
r r r 

(A2.2) 

Here, r2 = x 2 + y2 + z 2 
, P = ( :

2

2
; 20-;_

1
) E0R3 is the induced dipole moment 

of the hemisphere and R is the radius of the hemisphere. 

The effect of the hemisphere on the horizontal magnetic field is to be in­

vestigated. The source of this anomalous electrostatic magnetic field is the 

anomalous current density, fa, within the conducting half-space. The anoma­

lous magnetic field at a field point is therefore given by the Biot-Savart Law 

as 

H... ( ) 1 J 1: ( x, y, z) x r dV 
a Xo,Yo,zo = 4- 2 

7r r 
(A2.3) 

where r = rr is the vector from fadV to the field point (xo, yo, zo) and the 

integral is over the half-space z < 0. 

The anomalous current density within the hemisphere, given by 
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is constant as 

x. 

The contribution, ii H, due to the anomalous currents in the hemisphere is 

given by 

(A.2.4) 

where VH is the volume of the hemisphere. There is no x-component to this 

vector field and therefore the horizontal anomalous magnetic component, Hf.r, 
of this vector field is 

dV y (A.2.5). 

To determine the magnetic field due to the anomalous current outside the 

hemisphere we utilize a vector identity (Lee, 1975). 

h(x,y,z) x f "' (1) 1 ... ( ) "' (fa) ---------- = VQ - X a X,y,z = VQ X -
r2 r r 

= 'ilxf.~x,y,z) _'ilx (f.(x~y,z)) 

where again f = ~ is the unit vector pointing from the source point (x, y, z) 

to the field point ( xo, Yo, zo ), V' o is an operator with respect to the field points 

and V' is an operator with respect to source points. However, outside the 

hemisphere since the fields are static 

V' X la(x, y, z) = 0"1 V' X Ea(x, y, z) = 0. 

Therefore the magnetic field due to the anomalous currents outside the hemi­

sphere, He is given by 

-+ -l 1 (h(x,y,z)) He(xo,yo,zo) = - V' X dV 
47r v r 

1 1 h(x, y, z) d-+ - - x a 
- 47r S1US2 r 

(A.2.6) 
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utilizing a volume-to-surface integral transformation. The vector d"""'a has mag­

nitude da and is in the direction of the outward normal to the surface. The 

surface integral is over two surfaces 

S1 = {(x,y,z)lz =0,Jx2 +y2 > R} 

S2 = {(x, y, z)jz s; 0, Jx 2 + y2 + z2 = R}. 

(A2.7a) 

(A2.7b) 

On S2 , d"""'a is normal to the hemisphere and points towards the origin. Thus 

~ ~ a1P 2 2 -da 
la xda= RS (2x -y ,3xy,3xz) x R(x,y,z) 

= -a~~da [O, z(x2 + y2), -y(x2 + y2)]. 

Again there is no contribution to the x-component of Ha. Consider a spherical 

coordinate system, where on the hemisphere 

z =Reos(), 

x = Rcos¢>sin() 

y = Rsin¢sinB, 

da = R 2 sinBdBd¢>. 

Thus the horizontal component of He due to the surface integral over S2, H~, 

is given by 

P 1211' f 11' () • 3() ~2 -0'1 COS Sln ~ 

He(xo,yo,zo)= 47rR o 1t r(B,¢) d()def>y, 
2 

(A2.8) 

where r 2 
( (), ¢>) = R2 + r~ - 2r0 R ( cosBcosBo + cos(¢> - ef>o )sinBsinBo) . 

For the surface S 1 : 

J: X d"""'a = a1Ea X da(O,O, 1) 

= a1da (E;,-E:,o) 

Thus the contribution to the magnetic field from S1, ff; is 
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-- 1 o-1 1 E;(x, y, O)x - E;(x, y, O)y 
He (xo, yo, zo) = - da 

4rr s1 r 

= 0"1 p [ r= ]__ ( {2rr 3cos¢sin¢ dq) x - {2rr 2cos2 ¢ - sin2 ¢def> s) dpl 
4rr 1 R p2 lo r lo r 

(A2.9) 

where r 2 ( (), ¢) = p2 + r5 - 2ro p (cos(¢ - ¢0 )sinBo) and p2 = x2 + y2. 

The total horizontal magnetic field, Hh_, is therefore from Equations A2.4 

and A2.6 
.... ....y --2 --1 

Hh, = HH +He +He. (A2.10) 

They-component, H;, is (A2.5,A2.8,A2.9) 

Ha A = jjY jj2 _ 0"1 P 1= ]__ 12
rr 3cos

2 
</> - 1 d d A yY H + e 

4 
2 </> p y 

7r R P O 1 
(A2.11) 

and the x-component, H; (A2.9) 

H a A = 0'1P 1= ]__ 1271" 3cosef>sinef>d"'d A xx 4 2 'f-' p x. 
11" RP o r 

(A2.12) 

We would like to determine these integral relations at the surface of the 

conducting media (zo = 0). In general, it is difficult to evaluate the integrals 

analytically . However, at the origin it possible to integrate analytically. It is 

also possible to evaluate the order of magnitude of the contributions. 

Let 
/3 = 0-1 (0-2 - 0-1) Eo. 

0"2 + 20-1 

At the surface of the conducting media 

(A2.13) 

where in the spherical coordinate system r 2 = r; + r5 - 2rorscos(</>- </>o)sinB, 

r; = x2 + y2 + z2 and r5 = x5 + y5. Therefore, at the origin 
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- /3 12rr 111" 1R J3R H1fI(O, 0, 0) = -
2 

sinBcosBdrsdBd</;y = --y 
no 21:.0 2 

2 

and thus for a measuring position inside the hemisphere 

Outside the hemisphere, LL < 1 and ro 

rs . rs ( ( )2) r ~ r0 1 - ro cos(</> - </Jo)smB + 0 ro . 

Therefore 

(A2.14) 

(A2.15) 

H)',(xo,yo,O) = ! { r~ [. r~cos8sin8dr,d8d~ + 0 [ (:,) 5 irR] ) 

= _ /3: (:, )' + 0 [ (:,)'/JR] (A2.16) 

since 
{211" 

lo cos(</>- <Po)d<P = 0 

and 

fo 2

rr cos2 
( </> - <Po )d</> = 1l". 

Again, at the surface of the conducting media 

fi2( 0) - _ /3R21211" 1rr cosBsin3B dBd,1.. ... 
e Xo, Yo, - ? 'l'Y 

~11" o t r 

where now r2 - R2 + r5 - 2r0 Rcos( </> - ¢0 )sinB. Outside the hemisphere, 

(~) < 1. Thus 

1ii;l(xo,Yo,0)=-/3R
2 

f
2

rr f11"cosBsin
3
B (1+ Rcos(c/>-<Po)sine)ded<f>+O [(R)

3 
R/3] 

411" lo 1 :JJ. ro ro ro 
2 

= _/3R
2 

(
211") f11" cosBsin3BdB + 0 [(R)

3 
R/3] 

k ~ l:!J. ~ 
2 

= /3: (:, ) + 0 [ ( ~ )' R/3] . ( A217) 
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Inside the hemisphere, ( ~) > 1. Thus 

.... 2 cos sm r 0 r 0 2 /3R2 l27!' j11' e · 3e [ ] 
IHel(xo,yo,0)=- 47!' 

0 
f R (1+ Rcos(¢-<1>0 )sinB)ded¢>+0 (R) /3R 

f3R
2 

(27!') [11' . [(r0 )2 l = - 47!' R J f cosBsm
3

BdB + 0 R /3R 

and 

"""'2 /3R [(r0)2 l .... He(xo,Yo,O) = S + 0 R /3R y. (A2.18) 

At the origin, therefore, 

(A2.19) 

The y-component of ii;, ii~ is given by 

H .... 1( 0) - _/3R31oo ..!:_ 1211' 2cos2¢- sin2¢>d,1..d .... 
yxo,yo, -

4 2 '+'PY 
7r RP o r 

(A2.20) 

where r 2 = p2 + r~ - 2procos( ¢>-<Po) and p2 = x2 + y2. At a measuring position 

inside the hemisphere ( 7 < 1) 

since 

1
271' 

0 
cos(¢> - ¢0 )cos2 

</> = 0 

and 

1
271' 

0 
cos(</> - <Po )sin2 

</> = 0. 

Therefore at the origin 

(A2.22) 

The x-component of ii;, ii;, is the only contribution to the x-component 

of the magnetic field and is given, for a position on the surface, by 

H .... 1 ( O) _ /3 R
3 100 

..!:_ 12
11' 3cos¢sin¢ dA.d A 

xxo,Yo, - 4 2 '+'px. 
7r RP o r 
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For a measuring position within the hemisphere, 

1 1 ( (r0
) , 1 (r0)

2 
2 (r0)

3

) -;:=-p 1+ p cos(¢-¢o)-2 p [l+cos(¢-¢0)]+0 p . 

Since 
{211' 

Jo cos¢sin¢d¢ = 0 

and 12

11' cos(¢ - ¢0 )cos¢sin¢d¢ = 0 

ff;(xo,yo,O) = -
1
3
:SR (~)2 sin(28o)x + 0 [;JR (~)3] x. (A2.23) 

Therefore at the origin 

(A2.24) 

Combining equations A2.14, A2.19, A2.22 and A2.24 we obtain the total 

magnetic field at the origin as 

Inside the hemisphere 

and thus on the surface inside the hemisphere ( ~ < 1) 

(A2.25) 

(A2.26a) 

(A2.26b) 

If the conductivity of host and inhomogeneity are sufficiently similar the effect 

of the anomalous magnetic field is certainly insignificant. 

There are two important conclusions to be obtained here for the main body 

of the thesis. One is that if the conductivity of the hemisphere is sufficiently 
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different from that of the host space then the anomalous horizontal magnetic 

field due to the hemisphere is of the order of ( 0"1 EoR) in the region of the hemi­

sphere. The anomalous magnetic field will fall off away from the hemisphere 

and will be of less significance. The second conclusion is that the direction of 

the anomalous magnetic field is primarily in a direction perpendicular to the 

exciting electric field. 
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OTHER DECOMPOSITIONS 

A3.l Bahr's Channelling Decomposition (1985) 

As mentioned earlier Bahr utilized the model for the effects of electric 

distortion; 

Zm = RC Z2 Rt= R ( ::: ::: ) (_~II ~J.) Rt (A3.la) 

R (
-c12Z11 c11ZJ. \ Rt 

) (A3.lb) 
-c22Z11 c21Zl. / 

where Risa rotation through B degrees to the measurement axes system from 

the regional axes system. Bahr derives an analytic solution for the rotation 

azimuth in this case 

where 

-· I B + c I A \ 
2 

tanei,2 =±VB - c + \B - c) 

A= [ao, a3] - [a1, a2] 

B = [ao, a1] + (a3, a2] 

C = [ao, a1] + [a3, a2]. 

a 1 are defined by equations (6.38). 

A 

B-C 
(A3.2) 

(A3.3a) 

(A3.3b) 

(A3.3c) 

The product [z1 , z2] is similar to an inner product and is defined as 

(A3.4) 

but is not an inner product since 
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Bahr states and this can be shown with the aid of equations (6.39) that 

under the assumption of equation (A3.l), 

and therefore (A3.2) reduces to 

tano; ,2 = ±Ji + U) 2 

- ~, 
Utilizing equations (6.39) it can be shown that 

B = -(1 - e2 )(1 + t 2 )sin2B[a, 8] 

A= -(1 - e2 )(1 + t 2 )cos2B[a, 8] 

(A3.5) 

(A3.6a) 

(A3.6b) 

using the parameters of the decomposition presented in this thesis. In terms 

of equation (A3.l), 

Therefore, if B =j:. 0 , 

and 

verifying Bahr's results. 

a= ZJ. + Z11 

8 = ZJ. - Z11. 

A 1 

B tan2B 

f f 7r' () = () or () = e + - ·, 
2 

(A3.7a) 

(A3.7b) 

(A3.8) 

Bahr's results for the regional strike are analytically correct if the imped­

ance tensor is solely the result of electric distortion of two-dimensionally in­

duced electric currents. The method is unstable, however. Practically, the 

physics of ( A3. l) will at best be only approximately correct and therefore 

B = -(1 - e2 )(1+t2 )sin2B[a,8] + €B (A3.9) 
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where EB is the error in B. In three cases, the estimation of B is unstable 

1) e ;:::;:: 1 

2) ¢11;:::::¢J_ 

3) sin2B ~ 0 

(A3.10a) 

(A3.IOb) 

(A3.10c). 

Case 1 was encountered in the analytic example of Chapter 5. For, if Site C 

is very close to the edge of the hemisphere but outside, e ;:::;:: 1. In the second 

case when the phases of the two regional impedances are approximately equal. 

This will obviously be true in the one-dimensional case but it is possible to 

have a two-dimensional structure which has equal phases at some frequencies. 

Recall, the two-dimensional model of Chapter 5 at long periods. The third case 

is obvious. If the measurement axes happen to be aligned parallel to regional 

axes then the calculation of B would be unstable. For those knowledgeable 

with this procedure, this may not appear to be a significant problem. We will 

return to this problem, however. 

The object of this method proposed by Bahr is to rotate the impedance 

tensor to the form 

(A3.11) 

In other words, the impedance tensor is rotated until the elements in each row 

have the same complex phase. Thus, the impedance phases can be extracted 

with the scaled apparent resistivities. The method would be correct except in 

the above mentioned three cases if it were not for the presence of noise. It is 

clear from the arguments of chapters 5 and 6, that 

(A3.12). 

If the off-diagonal components of the distortion tensor are very much less than 

the diagonal components, it may be impossible to judge, in the presence of 

noise, whether the components of a row have the same phase. In the one­

dimensional case, no rotation is necessary and the impedance tensor elements 
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should all have the same phase. This again may not be clear, in the presence 

of noise. The obvious conclusion is that the method, although analytically a 

correct method for recovering the two-dimensional impedance phases, requires 

close examination by the investigator. Each impedance tensor must be exam­

ined closely and possibly each estimate of the mean impedance tensor must 

be examined thus making the method unsuitable in many instances. There is 

no way to recover frequency independent parameters and thus constrain pa­

rameterization frequency by frequency. The method does however justify the 

physical approach made in this this thesis. 

A3.2 The Eigenstate Formulation of Eggers (1982) 

Eggers defines impedance tensor eigenstates by 

(A3.13) 

such that 

fi. jji = 0, i = 1, 2. (A3.14) 

As Eggers states 
. ( O Ai) A'= 

-Ai 0 ' 
(A3.15) 

for (A3.13,A3.14) to be true for all non-zero ffi. We wish, of course, for the 

eigenstates to be related by the impedance tensor in question; therefore 

(A3.l6) 

which yields an eigenvalue problem 

( Z - Ai) jji = 0 i = 1, 2. (A3.l 7) 

The eigenvalues of (A3.17) are four of the parameters of Eggers decompo­

sition 
-a2 1 V A± = -

2
- ± 2a~ - 4det I Z I (A3.18) 
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in the Pauli spin coefficients used in this the thesis (6.38). It is interesting to 

determine these eigenvalues of Z in terms of the channelling decomposition. 

Using equations (6.38) and (6.39) 

A_±= -;2 ± ~v a:~ - (a2 - 82) (1 - e2) (1 + t2) (A3.19) 

where a and 8 are given by (A3.7) and 

0:2 = -a + et8. (A3.20) 

Thus, we see that the eigenvalues are mixes of the two-dimensional impedances 

and this mixing is dependent upon the channelling parameters e and t. 

Eggers' decomposition is an eight parameter decomposition of each indi­

vidual impedance tensor. He obtains the remaining four parameters by first 

determing the magnetic eigenvectors of (A3.l 7) and then then the electric eigen­

vectors via (A3.13); 

(A3.21) 

From these equations ( A3.21) Eggers derives an the orientation of the major 

axis of the electric eigenvector polarization ellipses; 

( ±-±) ± _ 2Re Ex Ey 
tan21,b - I ±12 I ±12 Ex - Ey 

and the ellipticities of the electric eigenvector polarization ellipses via 

where 

± 1- r± 
e = 1 + r± 

± IE; +E;I 
r = . 

1Exl 2 +1Eyl2 - 2Im (ExEy) 

(A3.22) 

(A3.23) 

(A3.24) 

In (A3.24) the ± was inferred with respect to the components of the electric 

eigenvectors. In (A3.22) and (A3.24) the overbar means complex conjugate. 
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In general, it is difficult to determine what information these remaining 

parameters ( ¢±, e±) have with regard to the distortion model. However, there 

are two simple informative cases. First, let us consider Site C of Chapter 5 but 

in a one-dimensional regional environment. The distortion operator is given by 

(5.33). For this simple case 

t = 8 = sin( 28) = 0 

O' = 2Zo 

where Zo is the one-dimensional impedance. Therefore (A3.19) 

,\ ± = Zo ( 1 ± e) 

and using (6.39) and (A3.21,A3.25) 

Therefore, since ( A3.27) 

from (A3.22) 

and 

(E-;)2 = (E:)2 

IE-;12 = IE:1 2 

E;E±y = ±e2 !Zol2 

(A3.25a) 

(A3.25b) 

(A3.26) 

(A3.27) 

(A3.28a) 

(A3.28b) 

(A3.28c) 

(A3.29) 

(A3.30) 

Therefore, the orientations of both electric eigenvectors is that of the azimuth 

of the local electric currect, i.e. 

± 1r 1r 
¢ = -±-

4 2 
(A3.31) 
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and both eigenvectors are linearly polarized i.e. 

~± = 0. (A3.32) 

The second simple case is the one-dimensional regional structure with zero 

shear. Such a case arises in the synthetic example of Chapter 6 (Figure 6.2.1) 

in the center of the swamp if the host structure is one-dimensional. 

e = fJ = sin(28) = 0 

a = 2Zo 

(A3.34a) 

(A3.34b) 

where again Zo is the one-dimensional impedance. Again, from (A3.19) 

,\± = Zo (1 ±it) 

and using (6.39,A3.21,A3.34); 

f ± = tZo ( ~i) . 
Therefore, in this case (A3.36) 

(E;) 2 = -(Ei)2 = ZJt 2 

IE;l2 = IEil 2 = IZol2
t

2 

E; E± y = ±ilE;l2
• 

The orientations of the polarization ellipses are undefined since 
0 

tan2iP± = -
0 

and 

Thus is one case the ellipticity is 1 and in the other it is undefined. 

(A3.35) 

(A.3.36) 

(A3.37a) 

(A3.37) 

(A3.37c) 

(A3.38) 

(A3.39) 

This decomposition of Eggers is limited from two points of view. As can be 

seen from (A3.19) the eigenvalues,\± are mixtures of the regional impedances 

and as such are no more useful than the conventional (2D rotation) estimates for 

determing the 2-D parameters. Problems with the electric eigenvector ellipse 

orientation and ellipticity are evident from the simple examples. There is no 

means to extend this methodology to separate the galvanic from inductive 3D 

effects which it would seem necessary to perform geological interpretations. 






